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Abstract

Basic hypergeometric, or q-series, are usually investigated when jqj < 1. Less
common is the case jqj > 1, and the case where q is on the unit circle is
extremely rare. It is the latter curious, exotic, choice of q that has yielded a
number of interesting examples and counterexamples in Pad�e approximation,
including a counterexample to the Baker-Gammel-Wills Conjecture. We sur-
vey some of these, and also pose a number of problems involving q-series for
q on the unit circle.

1 Introduction

Let

f (z) =

1X
j=0

ajz
j (1)

be a formal power series, with complex coe�cients. Given integers m;n � 0, the
(m;n) Pad�e approximant to f is a rational function

[m=n] = P=Q

where P;Q are polynomials of degree at most m;n respectively, such that Q is not
identically 0, and such that

(fQ� P ) (z) = O
�
zm+n+1

�
:

By this last relation, we mean that the coe�cients of 1; z; z2; : : : ; zm+n in the
formal power series on the left-hand side vanish. The basic idea is that [m=n] is
a rational function with given upper bounds on its numerator and denominator
degrees, chosen in such a way that its Maclaurin series reproduces as many terms
as possible in the power series f . It is not di�cult to see that [m=n] exists and is
unique.
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Because there are two parameters m and n, it is natural to form the array or
Pad�e table

[0=0] [0=1] [0=2] [0=3] : : :
[1=0] [1=1] [1=2] [1=3] : : :
[2=0] [2=1] [2=2] [2=3] : : :
[3=0] [3=1] [3=2] [3=3] : : :
...

...
...

...
. . .

and then to investigate convergence of sequences of approximants as we traverse
some path in the table.

The path traversed has a dramatic e�ect on the convergence properties of
the sequence. For example, the �rst column f[m=0]g1m=1 is nothing more than the
sequence of partial sums of the MacLaurin series:

[m=0] (z) =

mX
j=0

ajz
j :

So the �rst column has the convergence properties of a Taylor series.

What about the nth column, where n � 1? Here [m=n] is a rational function
with at most n poles, so cannot be expected to approximate as m!1, a function
with more than n poles. That it does approximate functions with exactly n poles
is the de Montessus de Ballore theorem, the oldest and one of the most widely
applied convergence results on Pad�e approximation. Here is the simplest form of
the theorem [6, p. 282]:

Theorem 1.1 (De Montessus de Ballore's Theorem) Let f be analytic at 0
and in the unit ball U = fz : jzj < 1g, except for poles of total multiplicity n. Then

lim
m!1

[m=n] (z) = f (z) ;

uniformly in compact subsets of the unit ball omitting poles of f .

What happens if we try to approximate a function f with < n poles in U ,
using the sequence f[m=n]g1m=1? Because the approximants have \extra" poles,
some of those extra poles do not know where to go. In this case, the sequence may
converge or diverge. This is a whole topic on its own, the so-called \intermediate
rows." See [29].

Even when the full sequence f[m=n]g1m=1 does not converge in this interme-
diate row case, is it possible that a subsequence converges? A. Beardon proved this
true for the case n = 1, but G. Baker and P. Graves-Morris observed that a sub-
sequence often converges for any n. They obtained partial results and formulated
a general conjecture [5]:
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Conjecture 1.2 (Baker-Graves-Morris Conjecture) Let f be analytic at 0
and in the unit ball U = fz : jzj < 1g, except for poles of total multiplicity ` < n.
Then there exists an increasing sequence S of positive integers such that

lim
m!1
m2S

[m=n] (z) = f (z) ;

uniformly in compact subsets of the unit ball omitting poles of f .

The conjecture was �nally resolved by Buslaev, Goncar and Suetin [8], after
the e�orts of many authors. They showed that there is a function analytic in
the unit ball for which the conjecture is false for n = 2. Nevertheless, they did
prove that there is a constant �n > 0, independent of the function, such that some
subsequence converges in fz : jzj < �ng away from the poles. Using scale invariance
of Pad�e approximants, they deduced that the Baker-Graves-Morris Conjecture is
true for functions meromorphic in the whole plane, with less than n poles there.

In the next section, we shall discuss how the partial theta function

1X
j=0

qj(j�1)=2zj

gives an example of a function for which the Baker-Graves-Morris Conjecture fails
for every n � 2:

Traversing a diagonal seems to be the next natural case to study. In fact,
surely [n=n] should be the \best" Pad�e approximant, as it makes full use of its
rational nature? The convergence nature of the diagonal sequence is complicated
and not yet fully understood. There are power series f with zero radius of con-
vergence, for which [n=n] (z) converges as n!1 to a function single valued and
analytic in the cut-plane Cn[0;1). On the other hand, Hans Wallin constructed
in the early 1970's [33] an entire function f for which

lim sup
n!1

j[n=n] (z)j =1

for all z 2 Cn f0g. The problem in Wallin's example is that each point in the
plane is a limit point of poles of f[n=n]g1n=1. These poles are called spurious poles,
because they do not re
ect the analytic properties of the underlying function.

About the same time, John Nuttall made a seminal discovery: the spurious
poles only a�ect a small area. More precisely, he proved [25]:

Theorem 1.3 (Nuttall's Theorem) Let f be analytic at 0 and meromorphic in
C. Then f[n=n]g1n=1 converges in measure to f in compact subsets of the plane.
More precisely, let r; " > 0 and meas denote planar Lebesgue measure. Then

meas fz : jzj � r and jf � [n=n]j (z) > "g ! 0; n!1:
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Subsequently Pommerenke [27] showed that one may replace " by "n, planar
measure by logarithmic capacity, and allow f to have singularities of logarithmic
capacity 0. In particular f , can have essential singularities|but not branchpoints.
There are far deeper analogues of the Nuttall-Pommerenke theorem for functions
with branchpoints, due to H. Stahl [30], [31]. In essence, the branchpoints de-
termine a so-called extremal set in the plane and the approximants converge in
capacity inside that extremal set.

For functions meromorphic only in U , there is no analogue of the Nuttall-
Pommerenke theorem: f[n=n]g1n=1 need not converge in measure or capacity in
any open set within U [20], [28]. Nevertheless, there are still attempts to make
some positive statement in this case [22].

Even these brief remarks convey to the reader the complexity of the con-
vergence theory, due to spurious poles. Despite this inherent problem, George
Baker and his collaborators found Pad�e approximants to be an invaluable tool in
analysing singularities of series in a variety of physical problems. They also noted
that in the situations where spurious poles did arise, it nevertheless a�ected only a
subsequence of approximants. This led them to formulate a now famous conjecture
[3], [4]. We shall concentrate on the following form of it:

Conjecture 1.4 (Baker-Gammel-Wills Conjecture (1961)) Let f be mero-
morphic in the unit ball, and analytic at 0. There is an in�nite subsequence
f[n=n]gn2S of the diagonal sequence f[n=n]g

1
n=1 that converges uniformly in all

compact subsets of the unit ball omitting poles of f .

The conjecture was generally disbelieved from the early 1970's, at least in the
above form. It was thought to be possibly true for entire functions, or functions
meromorphic in the whole plane. While the latter is still unresolved, the author
recently proved a counterexample to the stated form of the Baker-Gammel-Wills
Conjecture. For q not a root of unity, let

Gq (z) :=

1X
j=0

qj
2

(1� q) (1� q2) � � � (1� qj)z
j

denote the Rogers-Ramanujan function. Moreover, let

Hq (z) := Gq (z) =Gq (qz) :

For appropriate q on the unit circle, the author showed [23] that Hq provides a
counterexample. This is discussed in Section 4.

Of course, the comments above provide only a small glimpse into the Pad�e
forest. For various perspectives on the convergence theory, including the important
converse results of the Russian school, see [15], [21], [32], [34].

This paper is organised as follows: in Section 2, we discuss the partial theta
function. In Section 3, we discuss the work of K. Driver on Wynn's series. In Sec-
tion 4, we discuss the Rogers-Ramanujan continued fraction. Finally in Section 5,
we discuss a number of unresolved questions and problems that we believe are
worthwhile.
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2 The Partial Theta Function

Basic hypergeometric, or q-series, is a vast topic [1], [13], [14] and I cannot pretend
that I am competent to survey even parts of it. Essentially, I am a user of a tiny
part of the theory. My own interest began when the Rogers-Szeg�o polynomials
turned up in describing the behaviour of [m=n] with m ! 1 and n �xed, when
the coe�cients of the underlying power series f are \smooth." Let us recall some
of q-notation: for n � j � 0, the Gaussian binomial coe�cient is�

n
j

�
=
(1� qn)

�
1� qn�1

� �
1� qn�2

�
� � �
�
1� qn�j+1

�
(1� qj) (1� qj�1) (1� qj�2) � � � (1� q) :

Here if q is a root of unity, it must be interpreted in a limiting sense. In particular,
as q ! 1; �

n
j

�
!
�
n
j

�
:

The Rogers-Szeg�o polynomial of degree n is

Gn (z) =
nX
j=0

�
n
j

�
zj :

It is closely related to polynomials appearing in the q-binomial theorem, which
has the form

Hn (z) =
nX
j=0

�
n
j

�
qj(j+1)=2zj =

nY
j=1

�
1 + qjz

�
:

The Rogers-Szeg�o polynomial Gn also turns up in the Pad�e denominators for the
partial theta function

hq (z) =
1X
j=0

qj(j�1)=2zj :

These functions bear this name because they are essentially part of the theta
function

1X
j=�1

qj
2

zj :

The partial theta function satis�es a very simple functional relation, namely,

zhq (qz) = hq (z)� 1:

The following identity was established by amongst others, Wynn [35].

Lemma 2.1 Let n � 1 and let q not be a j th root of unity for 1 � j � n. Let
m � n� 1 and let [m=n] = Pmn=Qmn denote the (m;n) Pad�e approximant for hq,
normalized by Qmn (0) = 1. Then

Qmn (z) = Gn (�zqm) :
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One proof is given in [24, p. 354 �.]. In particular when jqj = 1, this lemma
implies that if we �x n, and let m increase to 1, all the zeros of Qmn will lie
on circles centre 0 that contain a zero of the �xed polynomial Gn. Even more, if
q is not a root of unity, fqmg1m=1 is dense on the unit circle, and so the zeros of
fQmng1m=1 will have as their limit points precisely the circles centre 0 containing
zeros of Gn.

This suggests a possible counterexample to the Baker-Graves-Morris Conjec-
ture: if jqj = 1, then hq is analytic inside the unit ball. If for some jqj = 1, Gn has a
zero, � say, inside the unit ball, then every [m=n] with m � n� 1 will have a pole
on the circle fz : jzj = �g, and so no subsequence of f[m=n]g1m=1 can converge to
hq uniformly in all compact subsets of the unit ball. It turns out that for all such
q and for every n � 2, Gn has such a zero �, and so hq provides a counterexample
to the Baker-Graves-Morris Conjecture for every n � 2 [24]:

Theorem 2.2 Let jqj = 1 and q not be a root of unity. Then for n � 2, Gn has at
least one zero in the unit ball. Consequently, there does not exist a subsequence of
f[m=n]g1m=1 that converges to hq uniformly in all compact subsets of the unit ball.

We remind the reader, as mentioned in the previous section, that this was
not the �rst counterexample. The �rst was given by Buslaev, Goncar, and Suetin
[8]. They showed that the function

f (z) =
1 + 21=3z

1� z3

has no subsequence of f[m=2]g1m=1 converging uniformly in
�
z : jzj � 2�1=3

	
. We

also recall that they did show that a subsequence converges in some ball centre 0,
with the radius being independent of the underlying function.

Where is the smallest zero of Gn? Using numerical computation, we showed
[24] that for n = 2, there exists a q such that G2 has a zero with absolute value
0:58 : : : and that this is smallest possible as q ranges over the unit circle. As
n increases, the size of the smallest zero of Gn as q ranges over the unit circle
decreases, and reaches 0:24 : : : for n = 17.

This suggests an interesting problem, when taken in conjunction with Buslaev-
Goncar-Suetin's positive result:

Problem 2.3 Let f be analytic in U and n � 2. Let �n (f) denote the radius
of the largest disc centre 0 for which some subsequence of f[m=n]g1m=1 converges
uniformly in each compact subset of that disc. Compute

��n := inf f�n (f) : f analytic in Ug :

The only known lower bound for ��n is due to Buslaev, Goncar and Suetin.
From the examples mentioned above, we know

��2 � 0:58 : : :
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and
��17 � 0:24 : : :

There has been virtually no work on this problem, maybe because it is so di�cult.
But surely, it can be resolved for n = 2 for example?

In actual fact, Ed Sa� and the author were �shing for something far bigger
with the partial-theta function: we had initially hoped that it would provide a
counterexample to the Baker-Gammel-Wills Conjecture. As it turned out, for every
q, the Baker-Gammel-Wills Conjecture is true for hq. In retrospect, I understand
why it cannot provide a counterexample, and this is best explained using the
concept of a continued fraction.

Given a formal power series (1), we may also formally write

f (z) = c0 +
c1z

k1

1 + c2zk2

1+
c3z

k3

1+

...

;

or more compactly,

f (z) = c0 +
c1z

k1
���� 1 +

c2z
k2
���� 1 +

c3z
k3
���� 1 + � � �

where fcjg are complex numbers, and fkjg are positive integers. This is called
the C-fraction corresponding to f . In the case that all kj = 1 (a most desirable
phenomenon), the C-fraction is said to be normal.

Just as we de�ne the value of an in�nite series to be the limit of the sequence
of partial sums (each of which is a truncation of the series), so we de�ne the
value of a continued fraction to be the limit of the sequence formed by successive
truncations of it. For n � 1, let

�n
�n
(z) = c0 +

c1z
k1
���� 1 +

c2z
k2
���� 1 +

c3z
k3
���� 1 + � � �+

cnz
kn
���� 1 :

This is called the nth convergent of the continued fraction; it is a rational function
of z. We de�ne the value of the continued fraction to be

lim
n!1

�n
�n
(z) ;

if this limit exists.
There is a close relationship between continued fractions and Pad�e approx-

imants [19]. In particular, in the normal case, where all kj = 1, the sequence of
convergents f�n=�ng1n=1 comprises the main diagonal f[n=n]g

1
n=1 and the super-

diagonal f[n+ 1=n]g1n=1. Thus we can use continued fraction techniques to study
Pad�e approximants, and conversely, Pad�e methods give some insight into continued
fractions.
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For the partial theta function hq, the continued fraction has the form

hq (z) = 1 +
z
���� 1 +

�qz ���� 1 +
q(1� q)z ���� 1

+
�q3z ���� 1

+
q2(1� q2)z ���� 1

+ � � �

So the continued fraction is normal. For jqj = 1, we see that the coe�cients of z are
bounded in absolute value by 2. An old theorem of Worpitzky [19] then ensures that
the continued fraction converges at least for jzj � 1

8 . However, the coe�cients are
also oscillatory, some taking the form �qn and others taking the form qn (1� qn),
n � 1. This prevents application of standard convergence theorems for continued
fractions beyond the range of z covered by Worpitzky's theorem. It also suggests
that convergence of the full sequence of convergents, throughout the unit ball U ,
may not take place.

Indeed, for a given q, let �q denote the inf of the absolute values of the zeros
of Gn, so that

�q = inf fjzj : Gn (z) = 0, some n � 1g :
We know that �q < 1. It was shown in [24] that the continued fraction converges in
fz : jzj < �qg but not in any larger disk. Nevertheless, as Ed Sa� and I found to our
disappointment, some subsequence of the convergents does converge throughout
the unit ball to hq, and then (with a little more work) also some subsequence of
f[n=n]g1n=1. That subsequence corresponded to an in�nite sequence S of integers
for which

qn ! 1; n!1; n 2 S: (2)

For this subsequence the coe�cients

qn(1� qn)! 0;

which was su�cient to guarantee convergence. In retrospect, it should not be
surprising that such a subsequence yields good convergents: recall the theorem
that when the full sequence of continued fraction coe�cients converges to 0, the
continued fraction converges to a meromorphic function in the whole complex
plane (except at the poles).

There were many other fascinating features of the partial theta function, and
of its Pad�e approximants. But undoubtedly the most signi�cant is that for each
jqj = 1 with q not a root of unity, hq provides a counterexample to the Baker-
Graves-Morris Conjecture for every n � 2:

3 Wynn's Series

While the Pad�e approximants for the partial theta function failed to provide a
counterexample to the Baker-Gammel-Wills Conjecture, their curious and irregu-
lar behaviour suggested that a counterexample might well be found in some close
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cousin. Certainly it seems a good idea to use formulas for q-series not in the usual
setting, namely jqj < 1, but in the exotic domain jqj = 1, with the hope that
something truly pathological might arise.

Of course one needs explicit formulas if any analysis is to be possible, and it
was the 1967 work of P. Wynn [35] that suggested the next candidates for study.
To some extent, Wynn's work overlapped with earlier work of Heine, Balk, Gragg.
In that paper, Wynn considered three classes of series.
(I)

f1 (z) =
1X
j=0

"
j�1Y
k=0

�
A� qk+�

�#
zj

= 2�1

�
A�1q�; q; q; Az

0

�
;

in the language of basic hypergeometric series. Here A; q 2 C; � 2 R and we assume
that

A 6= qk+�; k � 0; (3)

so that the series does not terminate. The functional relation is [10]

f1 (z) (1� zA) = 1� f1 (qz) zq�:

Note that if A = � = 0, f1 reduces essentially to the partial theta function.
(II)

f2 (z) =
1X
j=0

"
j�1Y
k=0

�
1

C � qk+


�#
zj

= 2�1

�
q; 0; q; C�1z
C�1q


�
;

where C; q 2 C; 
 2 R and we assume that

C 6= qk+
 ; k � 0: (4)

The functional relation is [11]

f2 (z) (C � z) = C � q
�1 + q
�1f2 (qz) :

(III)

f3 (z) =
1X
j=0

"
j�1Y
k=0

�
A� qk+�
C � qk+


�#
zj

= 2�1

�
A�1q�; q; q; AC�1z

C�1q


�
;
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where A;C; q 2 C;�; 
 2 R and we assume that (3) and (4) hold. The functional
relation is [12]

f3 (z) (C � zA) = C � q
�1 + f3 (qz)
�
q
�1 � zq�

�
:

In all three cases, the functional relation is a useful tool in investigating the
analytic properties of the function. Let us look at f3. In her thesis, K. A. Driver [9]
proved, amongst other things, the following: let A;C 6= 0, jAj ; jCj 6= 1, let jqj = 1
and q not be a root of unity. Then f3 has radius of convergence

R =
h
max f1; jAjgmin

n
1; jCj�1

oi�1
;

and if

C 6= Aq
��+j ; j = 0; 1; 2; : : : ;

f3 has a natural boundary on its circle of convergence. (If this last condition fails,
f3 is a rational function.) The continued fraction has the form

f3 (z) = 1 +
c1z

���� 1 +
c2z

���� 1 +
c3z

���� 1 + � � � ;

where

c2n+1 =
q2n�1 (1� qn)

�
Aq
 � Cq1�n+�

�
(C � q2n+
)(C � q2n+
�1)

and

c2n =
�qn�1 (A� qn+�)

�
C � qn+
�1

�
(C � q2n+
�1) (C � q2n+
�2) :

A detailed analysis was provided of the continued fraction. In particular, Driver
proved that the full sequence of convergents (and hence f[n=n]g1n=1) converges
in measure and in capacity in compact subsets of fz : jzj < Rg. Moreover, some
subsequence does converge uniformly in compact subsets of that ball. In fact such
a subsequence corresponds to the in�nite sequence of integers S satisfying (2), just
as for the partial theta function.

Thus again hopes of a counterexample to the Baker-Gammel-Wills Conjec-
ture dissipated, although there were a host of other interesting features.

4 The Rogers-Ramanujan Continued Fraction

For q not a root of unity, let

Gq (z) :=
1X
j=0

qj
2

(1� q) (1� q2) � � � (1� qj)z
j



q-Series as Counterexamples 11

denote the Rogers-Ramanujan function. (At this stage, it is a formal power series.)
It admits the functional relation

Gq (z) = Gq (qz) + qzGq
�
q2z
�
:

Moreover, let

Hq (z) := Gq (z) =Gq (qz) : (5)

From the functional relation for Gq, it is easy to derive one for Hq :

Hq (z) = 1 +
qz

Hq (qz)
:

Iterating this leads to

Hq (z) = 1 +
qz

1 + q2z

1+
. . . qnz

Hq(qnz)

and hence to the formal in�nite continued fraction

Hq (z) = 1 +
qz
���� 1 +

q2z
���� 1 +

q3z
���� 1 + � � � : (6)

For jqj < 1, the continued fraction was considered independently by L. J. Rogers
and S. Ramanujan in the early part of the twentieth century.

There are several di�erences between the Rogers-Ramanujan continued frac-
tion (c.f.), and those from Wynn's series. Firstly, if jqj = 1, all the coe�cients in
the Rogers-Ramanujan c.f. have modulus 1, whereas a subsequence of the coe�-
cients in the c.f. for Wynn's series converges to 0. Moreover the latter subsequence
is associated with a subsequence of the convergents to the c.f. that converges
throughout the region of analyticity. This already suggests that there may not be
a uniformly convergent subsequence of the convergents for the Rogers-Ramanujan
c.f. Secondly, in the case where q is a root of unity, all of the Wynn's series reduce
to rational functions, while the Rogers-Ramanujan c.f. corresponds to a function
with branchpoints.

We see that the radius of convergence of Gq is

R(q) := lim inf
j!1

j
j�1Y
k=0

(1� qk) j1=j :

It was essentially proved in [16] that

R(q) = lim inf
j!1

j1� qj j1=j :
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If we write q = e2�i� , this is readily reformulated in terms of the diophantine
approximation properties of � . Since

��1� qj�� = 2 jsin[�(j� � k)]j for any integer
k, we see that

R(q) = lim inf
j!1

kj�k1=j ;

where kxk denotes the distance from x to the nearest integer. In particular, ele-
mentary diophantine approximation theory shows that for a.e. q on the unit circle,
R (q) = 1.

Using the functional relation, one can show that Gq has a natural boundary
on its circle of convergence. Then Hq is meromorphic inside this ball. One can also
show that Hq has a natural boundary on its circle of meromorphy, that is on the
largest circle centre 0, inside which it is meromorphic. This does not follow from
the fact that Gq has a natural boundary on fz : jzj = R (q)g, and must be proved
independently from the functional relation for Hq.

Far more curious, is the fact that the natural boundary of Hq need not
coincide with that of Gq: somehow in the division in (5), the natural boundary of
Gq \cancels out" [23]:

Theorem 4.1 Let 0 < � < 1
4 . Then there exists jqj = 1, with q not a root of

unity, such that Gq is analytic in fz : jzj < �g and has a natural boundary on
fz : jzj = �g. However, if we de�ne Hq by (5), then it may be continued mero-
morphically to fz : jzj < �g, where � � 1

4 > �. Thus Hq is meromorphic in
fz : jzj < �g, and has a natural boundary on fz : jzj = �g.

This is the �rst time that this author has seen a natural boundary cancel
out: we are all familiar with poles that cancel, but natural boundaries?

Problem 4.2 Explain this cancellation.

This phenomenon is unusual. Indeed, for a.e. q on the unit circle, Gq is
analytic in the unit ball U with natural boundary on the unit circle, and Hq is
meromorphic in the unit ball, with natural boundary on the unit circle.

Proofs of the explicit formulae for the numerator and denominator polyno-
mials �n and �n in the convergent

�n(z)

�n(z)
= 1 +

qz
���� 1 +

q2z
���� 1 + � � �+

q3z
���� 1

were �rst published by M. Hirschorn in 1972 [17]:

�n(z) =

[n+12 ]X
k=0

zkqk
2

�
n+ 1� k

k

�
and

�n(z) = �n�1(qz) =

[n2 ]X
k=0

zkqk(k+1)
�
n� k
k

�
;
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where [x] is the greatest integer � x. The author met Hirschhorn in Sydney in 2000,
and was intrigued by the story of these identities. Like so many other q-identities,
they appeared in notes of Ramanujan, but without proof. Moreover, Hirschhorn
was not aware of Ramanujan's notes at the time he wrote his papers|again a
common occurrence.

In describing the behaviour of f�ng and f�ng, we need an elementary obser-
vation from number theory: if q is not a root of unity, then fqng1n=1 is dense on
the unit circle, and one may extract a subsequence converging to an arbitrary �
on the unit circle. This helps to introduce our main convergence theorem for the
convergents (recall that R (q) is the radius of convergence of Gq) :

Theorem 4.3 Let jqj = 1, and q not be a root of unity. Let j�j = 1 and S be any
in�nite sequence of positive integers with

lim
n!1;n2S

qn = �: (7)

Then uniformly in compact subsets of fz : jzj < R(q)g,

lim
n!1;n2S

�n(z) = Gq(�qz)Gq(z); (8)

lim
n!1;n2S

�n(z) = Gq(�qz)Gq(qz); (9)

and uniformly in compact subsets of fz : jzj < R(q)g omitting zeros of Gq(�qz)
and Gq(qz);

lim
n!1;n2S

Hq(z)� �n(z)
�n(z)

(�1)nzn+1q(n+1)(n+2)=2 =
Gq(�q

2z)

Gq(qz)2Gq(�qz)

and so in such sets omitting these zeros,

lim
n!1;n2S

�n(z)

�n(z)
= Hq(z):

The crucial point in the last line is that the convergence takes place away from
the zeros of both Gq(z) and Gq(�qz). The zeros of Gq(�qz) need not be poles ofHq,
and yet (9) shows that they attract poles of the convergents. Moreover, because

j�j = 1, both Gq (z) and Gq(�qz) have the same number of zeros on any circle
centre 0, and this is true of every such �. Hence:

Corollary 4.4 Let jqj = 1, not a root of unity. Assume that r < R(q) and Hq
has poles of total multiplicity ` on fz : jzj = rg. Let O be an open set containing
this circle. Then there exists n0 such that for n � n0, �n=�n has poles of total
multiplicity � 2` in O:
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This is the �rst such example in the literature, in which all approximants
of large order have more poles than the approximated function in a region of
meromorphy. If we could show that there does not exist � for which the zero
sets of Gq(qz) and Gq(�qz) are the same, then it establishes a counterexample
to the Baker-Gammel-Wills conjecture. For then, given any subsequence of the
convergents, we can extract a further subsequence for which (7) holds for some �;
that subsequence cannot converge uniformly in a compact set containing zeros of
Gq
�
�qz

�
that are not zeros of Gq (z).

A little thought shows that the zero sets of Gq(qz) and Gq(�qz) are not the
same for any j�j = 1, i� the zeros of Gq are not symmetric about any line through
0. Thus:

Corollary 4.5 Let jqj = 1, and q not be a root of unity. Assume that the zeros
of Gq inside its circle of convergence are not symmetric about any line through 0.
Then Hq provides a counterexample to the Baker-Gammel-Wills Conjecture.

Intuitively, there was a lot of reason to believe in the desired asymmetry,
at least from the following standpoint: recall that a Maclaurin series with real
coe�cients has zeros symmetric about the real axis, that is, they occur in conjugate
pairs. Conversely, one might hope that for special functions, zeros that occur in
conjugate pairs are associated with Maclaurin series with real coe�cients. After
a rotation of the variable, symmetry of zeros of Gq about some line through 0,
would become symmetry about the real axis. Yet the arguments of the coe�cients
of Gq (
z) are highly oscillatory for any 
 on the unit circle, and there is no reason
to expect symmetry.

For a long time, the author tried to prove this asymmetry property, but failed.
Since numerical computation might provide some insight, the author was fortunate
to be able to ask A. Knopfmacher (who is, amongst other things, a Mathematica
expert) to plot some zeros a few years ago. Of course, we cannot easily compute
Gq itself, but we can with reasonable accuracy, plot the zeros of the partial sums

Sm;q (z) =
mX
j=0

qj
2

(1� q) (1� q2) � � � (1� qj) z
j :

In the case when the radius of convergence is R (q) = 1, the partial sums converge
rapidly within the unit ball toGq asm!1, and so their zeros should approximate
the zeros of Gq well inside the unit circle.

We typically chose [18]

q = exp
�
2�i=

p
`
�
;

where ` is some positive integer. For almost all the choices of `, Sm;q had zeros
asymmetric with respect to any line through 0. Moreover, as we increased m from
10 through to 100, the zeros well within the unit circle remained the same. In
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fact, in almost all cases, the two zeros closest to the origin had distinct modulus
and distinct argument, which is already enough to establish asymmetry. This very
strongly suggested that we do have a counterexample. However, it took some time
to �nd a choice of q for which I could obtain a su�ciently �ne estimate of

Gq � Sm;q

to turn this into a proof. This was �nally done for a special q in January 2001 [23]:

Theorem 4.6 Let
q := exp (2�i�)

where

� :=
2

99 +
p
5
:

Then Hq is meromorphic in the unit ball and analytic at 0. There does not exist
any subsequence of f�n=�ng1n=1 that converges uniformly in all compact subsets of

A := fz : jzj < 0:46g

omitting poles of Hq. In particular no subsequence of f[n=n]g1n=1 or f[n+ 1=n]g
1
n=1

can converge uniformly in all compact subsets of A omitting poles of Hq.

After this counterexample was announced, it was discussed in the seminar
of A. Gonchar at the Steklov Institute of Mathematics in Moscow. This inspired
V. Buslaev to construct a simpler counterexample to the Baker-Gammel-Wills
Conjecture, namely the algebraic function:

f (z) =
�27 + 6z2 + 3 (9 + �) z3 +

q
81 (3� (3 + �) z3)2 + 4z6

2z (9 + 9z + (9 + �) z2)
;

where

� = �1
2
+

p
3

2
i :

He shows that this function is analytic in the unit ball, but no subsequence of
f[n=n]g1n=1 can converge at one of three special points inside the unit ball. See the
announcement [7].

5 Suggested Problems

In a complicated subject like Pad�e convergence theory, the resolution of the Baker-
Gammel-Wills Conjecture raises many problems about weaker forms of the conjec-
ture. Some of those are discussed in [23], [32]. Here we shall discuss a few problems
speci�cally relating to q-series, that we believe are interesting.
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We have already mentioned the strange cancellation of the natural boundary
of Gq (Problem 4.2). But there are many others. We know, thanks to work of
G. Petruska [26], that given R 2 [0; 1], we may �nd q such that Gq has radius of
convergence R, that is R = R (q). But what values can the radius of meromorphy of
Hq assume? Thanks to a theorem of Worpitzky, which ensures that the continued
fraction (6) converges for jzj � 1

4 , we know this radius is �
1
4 . Moreover, for almost

every q, it is 1, but are there any exceptional values?

Problem 5.1 Let jqj = 1, and q not be a root of unity. Let � (q) denote the
largest circle centre 0 inside which Hq may be meromorphically continued. Can
� (q) assume any value other than 1? If so, what is its range of values?

Another interesting problem, is to investigate the zeros of Gq without the use
of any numerical package:

Problem 5.2 (i) Investigate the structure of zeros of Gq when jqj = 1 and
R (q) > 0.

(ii) Moreover, investigate whether for every such q, the zeros of Gq are not sym-
metric about any line through 0.

(iii) Investigate the behaviour of the zero of Gq closest to the origin as q traverses
the unit circle.

It is instructive here to recall that the q-exponential functions are

eq (z) =

1X
j=0

zj

(1� q) (1� q2) (1� q3) � � � (1� qj) ;

Eq (z) =
1X
j=0

qj(j�1)=2zj

(1� q) (1� q2) (1� q3) � � � (1� qj) :

Now in fz : jzj < R (q)g, a direct calculation shows that

eq (z)Eq (�z) = 1

and hence eq and Eq have no zeros in that ball. In contrast, we know that

Gq (z) =
1X
j=0

qj
2

zj

(1� q) (1� q2) (1� q3) � � � (1� qj)

may have zeros. This suggests:

Problem 5.3 Let jqj = 1 and R (q) > 0. For a � 0, let

Ga;q (z) =
1X
j=0

qaj
2

zj

(1� q) (1� q2) (1� q3) � � � (1� qj) :

For which a > 0 does Ga;q have zeros?
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Of course these are very speci�c problems. But there are also some quite
general ones, involving the mere de�nition of q-special functions. We have seen
above that there is no problem with de�ning q-exponential functions for q not
a root of unity. But a q-gamma function is far more challenging. The q-gamma
function �q (x) is the unique solution of the di�erence equation

�q (x+ 1) =
qx � 1
q � 1 �q (x) ; (10)

with normalisation
�q (1) = 1;

and with log �q (x) convex for x > 0. As q ! 1, we see that this becomes the
classical relation

� (x+ 1) = x� (x) :

For q 2 (0; 1), we have [2]

�q (x) = (1� q)1�x
1Y
n=0

1� qn+1
1� qn+x :

It is easily seen that this also de�nes a function analytic in the upper-half plane
(Rex > 0).

Problem 5.4 De�ne a q-gamma function for jqj = 1.

The problem seems to be that any solution of the functional relation (10)
with jqj = 1, q not a root of unity, cannot be de�ned on the real axis. Of course
there are other q-special functions for which similar problems might arise. The
de�nition of q-special functions for q on the unit circle might seem like the sort
of subject one invents for the sake of \creating a gap in the literature." However,
the author believes that q-series with jqj = 1, and q not a root of unity, will have
a growing number of applications. Moreover, not all of these will be in the search
for pathological examples.
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