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Abstract

We discuss a few of Erdös�results on Lagrange interpolation, and then
focus on some of the rami�cations of the Erdös-Turan Theorem on Mean
Convergence of Lagrange interpolation.

1 Introduction

Interpolation by polynomials is a subject as old as mathematics itself: between
any two points (x1; y1) and (x2; y2) in the plane with x1 6= x2, we can �t a
unique (and non-vertical) straight line. Of course this line may be described by
a linear polynomial

y = ax+ b:

What happens when we have more than two points? Newton attended to
this question in the 1670�s. Let (xj ; yj) ; 1 � j � n be n points, with distinct
and equally spaced fxjg. In the course of attempting to predict the location of
comets at arbitrary times, from their location at equally spaced times, Newton
found a formula for the polynomial P of degree� n� 1 satisfying

P (xj) = yj ; 1 � j � n: (1)

His student Cotes, calculated the coe¢ cients in this formula, and used it in the
Newton-Cotes quadrature rule, for approximating integrals.
Remarkably enough, it was only in 1795 that a formula was given for the

case of non-equally spaced fxjg. Lagrange de�ned the fundamental polynomials

`j (x) :=
nY

k=1;k 6=j

�
x� xk
xj � xk

�
; 1 � j � n;

which satisfy
`j (xk) = �jk8j; k:

He used these as the basis of the Lagrange interpolation polynomial,

P (x) :=
nX
j=1

yj`j (x) ;

which clearly satis�es (1). Amongst his many deep contributions to mathemat-
ics, this formula must have been the simplest. But he certainly valued it, and
its impact has been enormous.
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An immediate question is the validity of sampling a given function f : R! R
at a growing number of points and forming the corresponding Lagrange interpo-
lation polynomials. Will they converge to the underlying function? To elucidate
this further, we need some notation.
Suppose that for n � 1, we are given n distinct real numbers

xnn < xn�1;n < xn�2;n < ::: < x1n:

(Note the unusual practice that n is the second index - this seems to be part of
interpolatory culture). We call the triangular array

X :=

8>>><>>>:
x11
x22 x12
x33 x23 x13
...

...
...

. . .

9>>>=>>>; (2)

an array of interpolation points. For a real valued function f de�ned at each
point of the array X, we may de�ne the nth Lagrange interpolation polynomial

Ln [f ] (x) :=
nX
j=1

f (xjn) `jn (x) ; (3)

where the fundamental polynomials f`jngnj=1 are given by

`jn (x) :=
nY

k=1;k 6=j

�
x� xkn
xjn � xkn

�
: (4)

One unfortunate feature of this notation is possible confusion between Lp norms
and Lagrange interpolation polynomials. However, the latter will alway be dis-
tinguished by the dependence on the function being interpolated. (Mathematics
is a context sensitive language!) Thus, for example,

k Ln [f ] kLp[�1;1]=
�Z 1

�1
jLn [f ]jp

�1=p
:

Throughout, we use C;C1; C2; ::: to denote positive constants independent of n;
polynomials P of degree � n, and of x. If we wish to emphasise independence,
we shall write C 6= C(n; P ).
While interpolation polynomials (and more generally, even interpolating ra-

tional functions) were widely used in the nineteenth century, there was not much
rigorous analysis of their convergence. No less a father of rigour than Cauchy
investigated interpolation by rational functions in the 1820�s, but failed to notice
problems with their existence, let alone their convergence.
Perhaps the �rst signi�cant negative result is due to Meray in 1884, in the

complex plane. He observed that the polynomial of degree � n�1 that interpo-
lates to f (z) := z�1 at the nth roots of unity is Pn (z) := zn�1, and clearly this
does not converge to f as n!1, on the unit circle or o¤. An obvious criticism
of this example is that f has a pole at 0, and so no sequence of polynomials -
interpolatory or not - can converge to f uniformly on the unit circle. (If they did
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they would converge to an analytic function inside the unit circle also, thereby
analytically continuing f to the unit ball).
A more genuine example was given by Carl Runge (of Runge�s theorem fame)

in 1901. He showed that if we let

f (x) :=
1

c2 + x2
; x 2 [�1; 1] ;

with c small enough (for example c � 1
5 ), and if Ln [f ] denotes the interpolation

polynomial to f at n equally spaced points in [�1; 1], then

k f � Ln [f ] kL1[�1;1]!1; n!1;

even with geometric rate [67], [68]. This was especially worrisome, as it had
always been assumed that interpolation at equally spaced points is a good idea,
and after all this f is analytic on the real axis, though it does have poles at
�ic, which can be quite close to [�1; 1]. As it subsequently turned out, the
Newton-Cotes rules for numerical integration based on equally spaced points
also diverges on �nice� functions, including the Runge example [66]. Thus,
sampling a function at equally spaced points and then interpolating by Lagrange
interpolation polynomials is a bad idea.
If this shook faith in interpolation by polynomials as a means of approxima-

tion, a bigger shock was to come in 1914. Faber [42] showed that given any array
X of interpolation points, they diverge on some continuous function. (The more
famous S.N. Bernstein [5] also obtained part of this result). More precisely, let
k Ln k denote the norm of Ln as a linear operator on C [�1; 1], the space of
continuous functions f [�1; 1]! R, with uniform norm. Thus,

k Ln k= sup
�k Ln [f ] kL1[�1;1]

k f kL1[�1;1]
: f 2 C [�1; 1]

�
:

Then, both Bernstein and Faber showed that

k Ln k�
1

12
log n (5)

and in particular
sup
n
k Ln k=1:

The uniform boundedness principle then provides a continuous function f for
which

sup
n
k f � Ln [f ] kL1[�1;1]=1:

While that principle may have not yet been available to Faber, he was able to
construct explicitly an f with this last property.
The fainthearted would have concluded from Runge and Faber-Bernstein�s

work that interpolation by polynomials is an inherently �awed process. But
as an encouraging positive result, S.N. Bernstein showed in 1912 [4] that if for
some � > 1, f : [�1; 1] ! R admits an analytic continuation to the interior of
the ellipse

E� :=
�
1

2

�
z + z�1

�
: jzj = �

�
;
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which has foci at �1, and if we interpolate to f at the zeros

xjn := cos

��
j � 1

2

�
�

n

�
; 1 � j � n; (6)

of the Chebyshev polynomial

Tn (x) := cos (n arccosx) ;

then Ln [f ] converges to f with a geometric rate:

lim sup
n!1

k f � Ln [f ] k1=nL1[�1;1]� 1=� < 1:

The rami�cations of this for interpolation of analytic functions were later ex-
plored by many mathematicians, notably Kalmar, Walsh, ... [87].
What was clear in Bernstein�s proof, was the importance of the location of

the interpolation points, and the analyticity of f , which enabled use of Cauchy�s
integral formula. There seemed to be no hope of ever proving convergence - in
any sense - of Lagrange interpolation for functions that are not analytic.
How remarkable then was the 1937 result of Erdös and Turan, in the �rst of

three seminal papers on Lagrange interpolation published in Annals of Mathe-
matics [30]. Let w : [�1; 1]! [0;1) be measurable, with

0 <

Z 1

�1
w <1:

Corresponding to w, there are orthonormal polynomials fpng1n=0, where

pn (x) = 
nx
n + :::; 
n > 0;

has degree n, and Z 1

�1
pnpmw = �mn.

It is a straightforward consequence of orthogonality that pn has n distinct zeros
that lie in [�1; 1].

Erdös-Turan Theorem on Mean Convergence of Lagrange Interpo-
lation (1937)
Let f : [�1; 1] ! R be continuous. For n � 1, let Ln [f ] denote the Lagrange
interpolation polynomial to f at the zeros of pn. Then

lim
n!1

Z 1

�1
(f � Ln [f ])2 w = 0: (7)

Thus, at least in a Hilbert space setting, interpolation at zeros of orthogo-
nal polynomials (for any weight on [�1; 1]) is a perfectly respectable thing to
do! The rami�cations of this result continue to be explored to this day. In this
author�s opinion, it is the most important positive result of Erdös on interpola-
tion, and the most important positive result ever on convergence of polynomial
interpolation of continuous functions.
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We shall shortly give Shohat�s 1939 proof, but this requires a little back-
ground, which also helps to explain why interpolation at zeros of orthogonal
polynomials may be more easily analysed than the general case. A key ingredi-
ent of Shohat�s proof is the Gauss quadrature formula for the weight w. Given
n � 1, let fxjngnj=1 denote the zeros of pn. Then there are positive numbers
f�jngnj=1, called Christo¤el or Gauss-Christo¤el numbers such that

Gn [P ] :=
nX
j=1

�jnP (xjn) =

Z
Pw; (8)

whenever P is a polynomial of degree at most 2n� 1.
That quadrature formulae should play a role in analysing Lagrange inter-

polation is scarcely surprising, as the two topics are �rst cousins. Indeed very
many quadrature formulae are derived by integrating Lagrange interpolation
polynomials (so called interpolatory quadrature formulae), and convergence of
the quadrature rules is equivalent to

lim
n!1

Z 1

�1
(f � Ln [f ])w = 0:

It was T.J. Stieltjes who �rst investigated this for general weights w. It must
be emphasised, however, that inserting a square (or absolute value) converts
the problem from one about the theory of integration, into a far more di¢ cult
analysis problem.
There are several expressions for the Christo¤el numbers. Some involve the

reproducing kernel

Kn (x; t) :=

n�1X
j=0

pj (x) pj (t) :

There is a compact formula for Kn (x; t), the Christo¤el-Darboux fomula:

Kn (x; t) =

n�1

n

pn (x) pn�1 (t)� pn�1 (x) pn (t)
x� t ;

which when x = t, takes the con�uent form (use l�Hôpital)

Kn (x; x) =

n�1

n

�
p0n (x) pn�1 (x)� p0n�1 (x) pn (x)

�
:

It is known that

�jn = 1=Kn (xjn; xjn) = 1=

�

n�1

n

p0n (xjn) pn�1 (xjn)

�
:

Not only do the Christo¤el numbers admit a representation in terms of the
reproducing kernel, but the fundamental polynomials f`jngnj=1 also do:

`jn (x) = �jnKn (x; xjn) = Kn (x; xjn) =Kn (xjn; xjn) :

Indeed the polynomial on the right-hand side takes the value 1 at x = xjn, and
by the Christo¤el-Darboux formula, it vanishes at xkn; k 6= j. See [46], [74] ...
for more of this.
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These identities are very suggestive of the relationship between Lagrange
interpolation and orthonormal expansions. We see that we may write

Ln [f ] (x) =
nX
j=1

�jnf (xjn)Kn (x; xjn)

= Gn [f (�)Kn (x; �)]

�
Z
f(t)Kn(x; t)w (t) dt

= Sn [f ] (x) ;

where Sn [f ] is the nth partial sum of the orthonormal expansion of f in fpng1n=0.
(We use � to mean approximately equal to). Recall that that expansion has
the form

f �
1X
j=0

�Z 1

�1
fpjw

�
pj

and so the nth partial sum is

Sn [f ] (x) =

n�1X
j=0

�Z 1

�1
fpjw

�
pj (x) =

Z 1

�1
f (t)Kn (x; t)w (t) dt: (9)

At this stage, the reader�s patience with the meandering aside from the
Erdös-Turan theorem should be rewarded. Almost every course in functional
analysis contains a treatment of orthonormal expansions in Hilbert space and
the least squares property of their partial sums. That in turn leads to the limit
relation

lim
n!1

Z 1

�1
(f � Sn [f ])2 w = 0; (10)

under mild conditions on f; w. For example, if w is supported on [�1; 1], the
polynomials are dense in the relevant Hilbert space, and (10) is valid for every
Lebesgue measurable f for whichZ 1

�1
f2w <1:

So in retrospect, the Erdös-Turan theorem may be viewed as a discrete analogue
of the mean square convergence of orthonormal expansions, inasmuch as Ln [f ]
is a discretisation of Sn [f ]. It is not clear from their papers whether Erdös and
Turan ever took any motivation from (10).
We can now present

Shohat�s Proof of the Erdös-Turan theorem (1939)
Let f be continuous on [�1; 1] and " > 0: By Weierstrass�Theorem, we can
choose a polynomial P such that

k f � P kL1[�1;1]< ":

Since Ln is a linear projection onto the polynomials of degree < n, we have for
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n > deg (P ) ; Z 1

�1
(f � Ln [f ])2 w

=

Z 1

�1
(f � P + Ln [P � f ])2w

� 2

Z 1

�1
(f � P )2 w + 2

Z 1

�1
L2n [P � f ]w: (11)

Here we have used the inequality

(x+ y)
2 � 2

�
x2 + y2

�
;

instead of opening up the square, which might have been more expected. Since
L2n [P � f ] is a polynomial of degree � 2n�2, we may use the Gauss quadrature
formula and then the interpolation property to deduce thatZ 1

�1
L2n [P � f ]w =

nX
j=1

�jn (P � f)2 (xjn)

� "2
nX
j=1

�jn = "2
Z 1

�1
w:

Since the �rst term in the right-hand side of (11) is bounded by 2"2
R 1
�1 w, the

proof is complete. �

If we de�ne the errors of polynomial approximation

En [f ] := min
deg(P )�n

k f � P kL1[�1;1];

then it is easy to see that the above proof actually yields the rateZ 1

�1
(f � Ln [f ])2 w � 4

�Z 1

�1
w

�
(En�1 [f ])

2
: (12)

Of course once a great idea like this comes along, it is pushed and pulled
in every conceivable direction. Continuity of f has been weakened to Riemann
integrability of f and that has been weakened to improper Riemann integrability,
thereby allowing f to have a number of in�nities in the interval. Why not
Lebesgue integrability? Oh yes, we are only sampling f at a countable set of
values fxjngj;n.
And, of course, you would have guessed that no e¤ort has been spared to

replace the L2 norm by an Lp norm. We shall discuss some of that in greater
detail in the next section. The extension from weights with compact support
to those with non-compact support, came early, and is due to Shohat. The
latter was very interested in the moment problem, which involves orthogonal
polynomials for weights supported on (0;1) or R. We shall provide a few
references to work on unbounded intervals in the next section.
One thing that was clear at the conference associated with these proceedings,

is that a lot of the very greatest work of Erdös (and especially in collaboration
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with Turan) was done in the late 1930�s and early 1940�s, a time of great dif-
�culty for both of them. In addition to the above theorem, their three Annals
of Mathematics papers on interpolation contained the greatest advance in the
theory of orthogonal polynomials since Szegö�s work of the 1920�s. (This again
reminds one that the importance of a subject is often measured by its external
impact. Certainly interpolation á lá Erdös has had an impact on many other
areas of mathematics).
They proved in their third Annals paper [32] that if w is a weight positive

a.e. in [�1; 1], then the associated orthogonal polynomials fpng1n=0 satisfy an
nth root asymptotic,

lim
n!1

jpn (z)j1=n =
���z +pz2 � 1��� ; z 2 Cn [�1; 1] ; (13)

the convergence being uniform in compact subsets. Here the branch of the
square root is chosen so that

p
z2 � 1 is single valued and analytic in Cn [�1; 1],

and is positive for z 2 (1;1). The function z +
p
z2 � 1 maps Cn [�1; 1] con-

formally onto the exterior of the unit ball. Many years later, E.A. Rakhmanov
[76], [77] showed that the positivity a.e. of w actually implies the stronger ratio
asymptotic

lim
n!1

pn+1 (z)

pn (z)
= z +

p
z2 � 1; z 2 Cn [�1; 1] :

The quest for a characterization of weights w that allow an nth root asymptotic
has lasted at least �fty years. Among those involved have been Erdös, J.L.
Ullman, G. Freud, H. Widom, H. Stahl, V. Totik, A. Ambroladze, ... . The
recent monograph of Stahl and Totik [81] may be viewed as a culmination of
this research, though of course not all the problems are solved: the boundaries
of research problems have a fractal character.
Nth root asymptotics have intrinsic interest, but also have applications in

studying geometric convergence of Lagrange interpolation processes, in potential
theory, distribution of zeros, ... . In the third of their three great papers, they
deduced from (13) that the zeros of fpng1n=0 have arcsin distribution: given
�1 � a < b � 1, let Nn [a; b] denote the total number of zeros of pn in [a; b].
Then (13) is equivalent to

lim
n!1

Nn [a; b]

n
=

Z b

a

dx

�
p
1� x2

8 � 1 � a < b � 1:

This may be more elegantly reformulated for

�jn := arccosxjn 2 (0; �) :

If Nn [�; �] denotes the number of j with 1 � j � n and �jn 2 [�; �] then

lim
n!1

Nn [�; �]
n

=
� � �
�

80 � � < � � �:

In [32], the great duo acknowledged their indebtedness to the work of Fejér, and
also to the work of Kalmar, another great Hungarian interpolator. His work
dealt primarily with functions with analyticity in some region.
Having shown that Hilbert space is a good setting for convergence of La-

grange interpolation, it seemed natural to determine what can be salvaged in
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the sup norm. The obvious answer (in retrospect) is to weaken the interpolatory
requirement. In 1916, L. Fejér [43] had given the �rst result of this type, thereby
providing the �rst interpolatory proof of Weierstrass�Theorem. Let fxjngnj=1
denote the zeros of Tn (x), and de�ne the Hermite-Fejér polynomial Hn [f ] (x)
by the 2n conditions

Hn [f ] (xjn) = f (xjn) ; 1 � j � n;

Hn [f ]
0
(xjn) = 0; 1 � j � n:

This is a polynomial of degree � 2n � 1. Fejér showed that for every f 2
C [�1; 1],

lim
n!1

k f �Hn [f ] kL1[�1;1]= 0;

thereby initiating the topic of Hermite-Fejér interpolation. A little later (B.
Shekhtman informed the author of this) the great S.N. Bernstein showed that
we can replace 2n � 1 by (1 + ")n for �xed " > 0. More precisely, there exists
an interpolation array X with the following property: for f 2 C [�1; 1], and
n � 1, there exist polynomials Pn of degree � n (1 + ") such that

Pn (xjn) = f (xjn) ; 1 � j � n

and
lim
n!1

k f � Pn kL1[�1;1]= 0: (14)

Many years later, Erdös, Kroó and Szabados [26] determined what condi-
tions on the array X allow a result of this type. They also strengthened the
convergence (14) in terms of errors of best approximation, de�ned above. Let
[x] denote the greatest integer � x. Moreover, let Nn (I) denote the number of
j with �jn 2 I, as above, and let jIj denote the length of I.

Theorem of Erdös, Kroó and Szabados (1989)
Let X be an array of interpolation points. Let " > 0. The following are equiv-
alent:
(I) There exists C > 0 such that 8f 2 C [�1; 1], there exist polynomials pn of
degree at most n (1 + ") such that

Pn (xjn) = f (xjn) ; 1 � j � n

and
k f � Pn kL1[�1;1]� CE[n(1+")] [f ] ; n � 1:

(II) For every sequence of intervals fIng1n=1 with

lim
n!1

n jInj =1;

we have

lim sup
n!1

Nn (In)
n jInj

� 1

�
:

Moreover,

lim inf
n!1

�
n min
1�k�n�1

(�k+1;n � �k;n)
�
> 0:
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In essence the requirements of (II) is that the f�jng are very uniformly
distributed in [0; �]. This was one of the last papers of Erdös on interpolation,
and despite its importance, somewhat o¤ his main focus. A far more enduring
interest of his was the size of the Lebesgue function. This is the pointwise norm
of Ln [f ] (x) as a linear functional from C [�1; 1] to R. Thus

�n (x) := sup

�
jLn [f ] (x)j
k f kL1[�1;1]

: f 2 C [�1; 1]
�
:

It is easy to see that �n (x) admits the following representation in terms of the
fundamental polynomials:

�n (x) =
nX
j=1

j`jn (x)j :

The Lebesgue constant is

�n := �n (X) :=k �n kL1[�1;1]=k Ln k;

the norm of Ln as an operator on C [�1; 1]. We already noted that Bernstein
and Faber independently showed that for any array �n must grow at least fast
as 1

12 log n.

Amongst the more obvious questions is which array(s) X give the minimal
Lebesgue constant

��n := min
X
�n (X) :

To this day there is no explicit representation for the nth row of the optimal
array, and in all likelihood there never will be. The �rst insight into the size of
��n was given by L. Fejér [43], showing that if we take X to be the array whose
nth row consists of the zeros of the nth Chebyshev polynomial, then

�n (X) =
2

�
log n+O (1) : (15)

Many of the estimations of ��n have in some way involved comparison with
the Chebyshev polynomials. Indeed their small Lebesgue constant, and simple
representation suggests that �when in doubt, interpolate at the zeros of Tn".
Since the results of Bernstein and Faber, many contributed to the estimation

of ��n and related quantities, including Bernstein, Erdös, Vértesi, Szabados,
Brutman, Kilgore, Pinkus, de Boor, Güntter, ... . Amongst the most signi�cant
advances was a 1961 result of Erdös, which showed that for any array X;

�n (X) �
2

�
log n�O (1) :

Together with (15), this shows that������n � 2

�
log n

���� � C:

For surveys of subsequent improvements, see [9], [18], [83]. Important conjec-
tures of Bernstein (1931 vintage) and Erdös (1950 vintage) regarding the char-
acteristion of the optimal arrays have been resolved by Kilgore [47], de Boor
and Pinkus [6].
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Once we know the size of �n in the optimal case, it seems natural to ask
on how large a set of x, can �n (x) grow like log n? Hopefully such a set would
be small, so that for most x, the Lebesgue function is not too large, and in
that case, for most x, Lagrange interpolation is not that much worse than best
polynomial interpolation. Unfortunately, this is not the case. Erdös and Vertesi
[40] showed in 1981 that most of the time, �n (x) grows like log n :

Theorem of Erdös and Vertesi on the Lebesgue function (1981)
Let X be an array of interpolation points in [�1; 1] and " > 0. There exists
� > 0 and for n � 1, a set Sn � [�1; 1] such that

�n (x) > � log n; x 2 [�1; 1] nSn

and
jSnj < ":

This suggests that for any array X, one should be able to �nd f 2 C [�1; 1]
for which Ln [f ] does not converge for most x. This would dash hopes of any
analogue of the famous Carleson result that the Fourier series of an L2 func-
tion converges a.e. Indeed, in very sharp contrast, Erdös and Vertesi [38], [39]
showed in 1981 that there is always f 2 C [�1; 1] for which fLn [f ]g diverges a.e.:

Theorem of Erdös and Vertesi on a.e. divergence (1981)
Let X be an array of interpolation points in [�1; 1]. There exists f 2 C [�1; 1]
such that

lim sup
n!1

jf (x)� Ln [f ] (x)j =1; a.e. x 2 [�1; 1] :

It is with these two negative, but very deep and impressive, results that we
end our sample of Erdös�work on interpolation. For a more detailed survey of
his work on interpolation, see [19]. For surveys and further results on Lebesgue
functions, see [7-9], [12], [13], [50], [68], [83], [85-86]. For other surveys on
Lagrange interpolation, see the monograph of Szabados and Vertesi [83], but
also [2], [59], [84]. Nevai�s surveys of 1976 and 1986 [69], [74] are still relevant
and up to date for some aspects of pointwise and mean convergence of Lagrange
interpolation.

2 Convergence in Lp Norms

When one looks at the complexity of some of the proofs that Lagrange interpo-
lation converges in norms other than the L2 norm, one is tempted to paraphrase
Kronecker and say �God created L2 and man created all else�. But, just as the
investigation of the boundedness of operators in Lp spaces (such as the Hilbert
transform) has greatly enriched mathematics, so have the techniques developed
for Lagrange interpolation.
In 1936-7 Erdös and Feldheim and independently Marcinkiewicz [58] (there

does not seem to be a joint paper of Erdös and Feldheim on this, so I am not
sure where it appeared) proved that interpolation at zeros of Chebyshev poly-
nomials is a good idea in weighted Lp for any 1 < p <1 :
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Theorem of Erdös and Feldheim; and Marcinkiewicz (1936-7)
Let 0 < p <1; f 2 C [�1; 1] and for n � 1, let Ln [f ] denote the interpolation
polynomial to f at the zeros (6) of Tn. Then

lim
n!1

Z 1

�1
jf (x)� Ln [f ] (x)jp

�
1� x2

��1=2
dx = 0: (16)

This may be viewed as a discrete analogue of the theorem of Riesz that the
Fourier series of a function in Lp [0; 2�] converges in the norm of that space.
This analogy is hardly incidental: mean convergence of orthogonal expansions
has been the main tool in analysing mean convergence of Lagrange interpolation
for many years.
The obvious next step was to investigate what happens when the Cheby-

shev weight
�
1� x2

��1=2
is replaced by more general weights. An immediate

question is to what extent the convergence in Lp persists for all, or some, p. In
this direction, P. Turan posed the question of �nding a weight w on (�1; 1), for
which the analogue of (16) fails for every p > 2. More precisely, let us form the
interpolation polynomials fLn [f ]g1n=1 at the zeros of the orthogonal polynomi-
als for w (in this section, Ln is always associated with w in this way, unless
otherwise speci�ed).

Turan�s Problem I
Find a weight w such that for every p > 2, there exists f 2 C [�1; 1] (depending
on p), such that

lim sup
n!1

Z 1

�1
jf � Ln [f ]jp w > 0:

Turan�s Problem II
Find a function f such that this last divergence takes place for every p > 2.

What about p < 2? Well via an application of Hölder�s inequality, the
convergence for p < 2 follows from the Erdös-Turan Theorem.
Of course, (II) is a stronger form of (I). These problems of Turan have

provided a framework for investigating mean convergence for the latter part of
this century. On the one hand, for speci�c weights, the range of p admitting
convergence has been established, and for general weights, necessary conditions
have been established.
The obvious �rst step in generalising the Erdös-Feldheim results is to re-

place the Chebyshev weight
�
1� x2

��1=2
by the more general Jacobi weight

(1� x)� (1 + x)� ; �; � > �1. This task was taken up by R. Askey [1] in the
1970�s; in a slightly di¤erent setting, earlier work was due to Turan, Hollo, ... .
The ideas of Askey�s proof involve duality and boundedness of orthonormal

expansions. Let 1 < p <1 and let q := p
p�1 and for the next while, let us use

the notation

k g kp;w:=
�Z 1

�1
jgjp w

�1=p
:
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Moreover, let Lp (w) be the space of all g for which this norm is de�ned and
�nite. By duality,

k Ln [f ] kp;w= sup
kgkq;w=1

Z 1

�1
Ln[f ]gw: (17)

Here if Sn [g] denotes the nth partial sum of the orthonormal expansion of g as
at (9), we note the orthogonality propertyZ 1

�1
(g � Sn [g])Pw = 0;

for all polynomials P of degree� n� 1. ThusZ 1

�1
Ln[f ]gw =

Z 1

�1
Ln [f ]Sn[g]w

=
nX
j=1

�jnf (xjn)Sn [g] (xjn)

�

0@ nX
j=1

�jn jf (xjn)jp
1A1=p0@ nX

j=1

�jn jSn [g] (xjn)jq
1A1=q

:(18)

Here we have used the Gauss quadrature formula, and Hölder�s inequality. Sup-
pose now that for the given q, we have an inequality of the formZ 1

�1
�jn jP (xjn)jq � Cq

Z 1

�1
jP jq w; (19)

valid for n � 1 and polynomials P of degree � n� 1, where C 6= C (n; P ). Such
an inequality is often called a Marcinkiewicz-Zygmund inequality. Then we may
continue (17), (18) as

k Ln [f ] kp;w� C

0@ nX
j=1

�jn jf (xjn)jp
1A1=p

sup
kgkq;w=1

k Sn[g] kq;w :

Assuming now that fSng1n=1 is a uniformly bounded sequence of operators on
the space Lq (w), that is, for some C1 6= C1 (n; g) ;

k Sn[g] kq;w� C1 k g kq;w; (20)

we obtain a converse Marcinkiewicz-Zygmund inequality

k Ln [f ] kp;w� CC1

0@ nX
j=1

�jn jf (xjn)jp
1A1=p

: (21)

Note that if we choose f to be a polynomial P of degree � n� 1, this gives

k P kp;w� C2

0@ nX
j=1

�jn jP (xjn)jp
1A1=p

; (22)
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with C2 6= C2 (n; P ). Once we have (21), we are basically done, since the
convergence of the Gauss quadrature rule on Riemann integrable f shows that

lim
n!1

0@ nX
j=1

�jn jf (xjn)jp
1A1=p

=k f kp;w :

At this stage, we obtain for every f 2 C [�1; 1] ;

k Ln [f ] kp;w� C3 k f kp;w� C4 k f kL1[�1;1] :

Here C4 is independent of n. Initially it may depend on f , but uniform bounded-
ness shows that we may take C4 independent of f also. The projection property

Ln [P ] = P;deg (P ) � n� 1;

then gives
lim
n!1

k f � Ln [f ] kp;w= 0; (23)

for every f 2 C [�1; 1] :
Let us summarize what we have:

Theorem on Convergence of Lagrange Interpolation via Orthonor-
mal Expansions
Let 1 < p <1; q = p

p�1 , and assume that we have the Marcinkiewicz-Zygmund
inequality (19), as well as the mean boundedness (20) in Lq (w) of the ortho-
normal expansion. Then for every f 2 C [�1; 1], we have the convergence (23).

In his work for Jacobi weights, Askey established the Marcinkiewicz inequal-
ity (19) using the positivity of suitable order Cesaro means of the fSng, as well
as Jensen�s inequality. For (20), he used results of Pollard on mean convergence.
In particular, Askey [1] showed that the convergence (23) takes place for the
Jacobi weight

w (x) = (1� x)� (1 + x)� ;
if � = � � �1

2 or �� = � 2
�
0; 12

�
provided

0 < p < 4
�+ 1

2�+ 1
:

The next great set of works on mean convergence of Lagrange interpolation
were undertaken by P. Nevai in the 1970�s and 1980�s. In his landmark AMS
memoir [70], he solved Turan�s problem I, by showing that the Pollaczek type
weight

w (t) = exp
�
�
�
1� t2

��1=2�
; t 2 (�1; 1)

does not allow the convergence (23). Subsequently [73], he showed that this and
more general weights solve Turan�s problem II, through the following theorem:
(take u = w below to solve Turan�s problem)

Theorem of Nevai on Turan�s Problem II (1985)
Assume that w satis�es Szegö�s conditionZ 1

�1

logw (x)p
1� x2

dx > �1: (24)
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Let 1 � p0 < 1 and let u : [�1; 1] ! [0;1) be integrable. Suppose that for
every p > p0; Z 1

�1

h
w (t)

p
1� t2

i�p=2
u (t) dt =1:

Then there exists f 2 C [�1; 1] such that for every p > p0;

lim sup
n!1

Z 1

�1
jLn [f ]jp u =1: (25)

Nevai�s memoir and papers contain methods to establish (19), and have had
a great impact on the theory and application of orthogonal polynomials, not
just on Lagrange interpolation.
What is notable in the above theorem is that all we require of the weight w

is that it satis�es Szegö�s condition (24). This is possible, because the theorem
deals with necessary conditions for convergence. Su¢ cient conditions generally
require pointwise bounds on the orthogonal polynomials, which are far more
special. But in the past twenty years, such bounds have become available for a
variety of weights.
In his 1972 paper, Askey made some conjectures about the mean convergence

of orthogonal expansions associated with what are now called generalized Jacobi
weights. These have the form

w (x) = (1� x)� (1 + x)�
mY
j=1

jx� tj j�j ; x 2 (�1; 1) ; (26)

where �; �; �j > �1, and tj 2 (�1; 1) ; 1 � j � m. Thus the weight is a Jacobi
weight with added interior singularities. Quite often, w is multiplied by a posi-
tive continuous function that has some mild smoothness property, for example a
Dini type condition. Badkov [3] essentially resolved Askey�s conjectures, in the
process obtaining pointwise bounds on the orthonormal polynomials fpng1n=0
for w. The latter were one of the important ingredients in Paul Nevai�s land-
mark 1984 paper [72] on Lagrange interpolation. Here is a small sample of what
was proved there [72,Thm6,p.695]:

Theorem of Nevai on Generalized Jacobi Weights (1984)
Assume that w is a generalized Jacobi weight (26). Let 0 < p < 1. Let u be
another generalized Jacobi weight. Then

lim
n!1

Z 1

�1
jf � Ln [f ]jp u = 0 8f 2 C [�1; 1]

i¤ Z 1

�1

h
w (x)

p
1� x2

i�p
u (x) dx <1:

In [72], new ideas were introduced that avoided the use of orthonormal ex-
pansions, though the Marcinkiewicz-Zygmund inequalities (19) still played a
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role. These were subsequently used (together with other new ideas) by G. Mas-
troianni and his coworkers to study far reaching generalisations of the generalised
Jacobi weights. They considered weights of the form

w (x) :=
m+1Y
j=0

[jx� tj j�j !j (jx� tj j�j )] ; (27)

where
�1 = t0 < t1 < t2 < ::: < tm < tm+1 = 1;

each �j > �1 and �j =
1
2 or 1 according as tj = �1 or lies inside (�1; 1).

Moreover, each !j is either identically 1 or is a concave modulus of continuity
satisfying, amongst other things,

lim
x!0+

!j (t)

t"
=1, for each " > 0:

For example, one can take

!j (t) =

�
log

4

t

���
;

if � > 0. The weights (27) were called generalised Ditzian Totik weights because
of the use of the Ditzian-Totik modulus of continuity [].
In a series of papers [10], [11], [16], [60-62], [64], Mastroianni and his cowork-

ers established necessary and su¢ cient conditions for the existence of con-
verse Marcinkiewicz-Zygmund inequalities for generalised Ditzian Totik weights.
They then deduced boundedness of Lagrange interpolation in various weighted
spaces and also investigated error estimates that are analogous to (12). Obvi-
ously the technical nature of the weights complicates the formulation to some
degree. Let us state a special case of their earlier error estimates [62]. Let

' (x) :=
p
1� x2; x 2 (�1; 1) :

Theorem of Mastroianni-Vertesi on the Degree of Mean Convergence
(1995)
Let w be a generalised Jacobi weight of the form (26), and u be another gener-
alised Jacobi weight. Let 1 < p <1, and q := p

p�1 . Assume that

u 2 Lp [�1; 1] ;
u

p
w'

2 Lp [�1; 1] ;
p
w

u
p
'

2 Lq [�1; 1] ;
w

u
2 Lq [�1; 1] :

Then for n � 1 and every bounded and measurable function f : [�1; 1]! R,

k (f � Ln [f ])u kLp[�1;1]� C eEn�1 [f ]
where C 6= C (n; f) and

eEm [f ] := inf �k �P+ � P��u kLp[�1;1]: P� � f � P+ in (�1; 1) ;deg
�
P�
�
� n

	
:
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In recent years, converse Marcinkiewicz-Zygmund inequalities have clearly
emerged as the main ingredient of proofs on mean convergence of Lagrange
interpolation. It is clear that (22) immediately gives (21) and then the problem
of convergence of Ln is reduced to the far easier problem of convergence of the
quadrature rule.
These types of inequalities have been surveyed in the author�s article [51],

in the setting of weights on the whole real line, so we discuss them only brie�y
here. Amongst the methods for proving the forward estimate (19), are
(i) Nevai�s method, which involves estimates for Christo¤el functions, the fun-
damental theorem of calculus, and a Markov-Bernstein inequality for derivatives
of polynomials;
(ii) The Large Sieve Method, involving ideas from the large sieve of number
theory, and the reproducing kernel for the Chebyshev weight;
(iii) The duality method, in which one starts with a converse inequality such as
(22), and then uses duality to pass to a forward inequality.
(iv) Complex Methods, including the use of subharmonicity of jP jp, for P a
polynomial, and Carleson measures, which enable one to pass from integral
estimates in the upper half plane to estimates on the real line.
Amongst the methods used to prove converse inequalities (22) are

(i) The duality method, which starts from a forward inequality, and proceeds
as from (17) to (22) above.
(ii) König�s method, which e¤ectively regards Ln [f ] as a discrete Hilbert trans-
form. Very very roughly, we write

Ln [f ] (x) = pn (x)
nX
j=1

f (xjn)

p0n (xjn) (x� xjn)

� pn (x)
nX
j=1

Z xj�1;n

xjn

f (t)w (t) n (t)

x� t dt

= pn (x)

Z 1

�1

f (t)w (t) n (t)

x� t dt;

where the integral must be interpreted in a principal value sense (it is a Hilbert
transform) and  n is a suitable function. The main advantage of this is that
one can now use boundedness of the Hilbert transform in a suitable setting.
(iii) Complex methods, again using Carleson measures, Cauchy�s integral for-
mula, subharmonicity, ... .
Amongst those who used the duality method for converse estimates, espe-

cially with application to Lagrange interpolation, are Yuan Xu [88-90] who also
applied them to Lagrange interpolation and extended Lagrange interpolation.
In the process, Xu obtained impressive extensions of Badkov�s results on mean
convergence of orthogonal expansions. The work of Mastroianni et al. discussed
above, extends much of Xu�s work. At the time that the author wrote the survey
[51], he did not appreciate that Nevai�s paper also contained new ideas for prov-
ing converse Marcinkiewicz-Zygmund Inequalities. The latter were employed to
great e¤ect by Mastroianni and Russo [61].
Amongst those who have used König�s method, which �rst appeared in [48],

[49] in a Banach space setting, are the author and S.B. Damelin [14], [15], [52],
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[54]. The author believes that König�s method o¤ers the best hope of analysing
Lagrange interpolation on the real line, since it is not wedded to orthogonal
polynomials, and so may be applied to any interpolation array. Evidence of this
is presented in [54], where general converse Marcinkiewicz-Zygmund Inequali-
ties were presented via a modi�cation of König�s method. Here is a special case.
To emphasise the independence of parameters, we drop the index n from the
interpolation points:

Converse Marcinkiewicz-Zygmund Inequality via König�s Method (1999)
Let n � 1 and

�1 =: xn+1 � xn < xn�1 < ::: < x1 � x0 := 1:

Let � : [�1; 1]! [0;1) be measurable, and let �n be a polynomial of degree n,
whose zeros are fxjgnj=1, normalized so that

j�n�j � 1 in [�1; 1] : (28)

Let
�j := xj�1 � xj+1; 1 � j � n;

and assume that there exists � > 0 such that for jj � kj � 2, we have

jxj � xkj � � jj � kj1=3 [1 + log jj � kj]2=3 �j : (29)

Let 1 < p <1. Then for polynomials P of degree � n� 1, we haveZ 1

�1
jP�jp � C

nX
j=1

jP (xj)jp
(Z xj+�j

xj��j
j`j�jp +

�j
[�j j�0n (xj)j]

p

)
: (30)

Here f`jgnj=1 denote the fundamental polynomials of Lagrange interpolation.
The constant C depends on �; p but is independent of �; fxjgnj=1 ; n; P:

While (28) is essentially a normalisation condition, the main restriction is
the spacing condition (29). It is satis�ed for the zeros of all sets of orthonor-
mal and extremal polynomials of which the author is aware (usually in a far
stronger form). Another feature is that C is also independent of �. In appli-
cations, especially to weights on the whole real line, one needs to vary �. The
author believes that this result and its extensions in [], can be used to unify a
lot of mean convergence results on Lagrange interpolation. In most examples,
one has appropriate estimates for the fundamental polynomials f`jgnj=1 and for
f�0n (xj)g

n
j=1, so that the technical right-hand side of (30) transforms into a

useful estimate.
The speci�c example to which this estimate was applied in [54] was extended

Lagrange interpolation for weights that decay rapidly at �1. Let us �rst discuss
its precursor in [52]. Recall that one of Nevai�s examples in resolving Turan�s

problem was the Pollaczek type weight w (x) = exp
�
�
�
1� x2

��1=2�
. As it

turns out from [52], the real reason that Turan�s problem has a negative solution
is that it is inappropriate to use u = w as a weighting factor in (25): one should
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really use u = wp=2. To avoid excessive notation, we shall deal with a subclass
of the weights considered in [52]. Let

exp0 (x) := x

and for k � 1, de�ne expk inductively by

expk (x) := exp
�
expk�1 (x)

�
:

For k � 0; a > 0, de�ne the weight

wk;� := exp (�Qk;�) ; (31)

where
Qk;� (x) := expk

��
1� x2

����
; x 2 (�1; 1) : (32)

The case k = 0; � = 1
2 is the Pollaczek type weight considered by Nevai.

In [52], König�s method was used to derive a converse Marcinkiewicz inequal-
ity, and then the following was deduced:

Theorem on Lagrange Interpolation for Fast DecreasingWeights (1998)
Let k � 1; � > 0 and wk;� be de�ned by (31). Let f : (�1; 1)! R be Riemann
integrable in each compact subinterval of (�1; 1), and assume that

lim
jxj!1�

(fwk;�) (x) = 0:

Let Ln [f ] denote the Lagrange interpolation polynomial formed from interpo-
lating f at the zeros of the nth orthonormal polynomial for w.
(a) If 1 < p < 4;

lim
n!1

Z 1

�1

h
jf � Ln [f ]jw1=2k;�

ip
= 0:

(b) If p � 4, and
� >

1

4
� 1
p
;

lim
n!1

Z 1

�1

�
jf � Ln [f ]jw1=2k;�

�
1 +Q

�1=3
k;� Q0k;�

���p
= 0:

Moreover, if � < 1
4 �

1
p , then there exists f 2 C [�1; 1] that vanishes outside�

� 1
2 ;

1
2

�
for which this last limit fails.

The breakpoint at p = 4 is not a weakness of the technique (as should be
clear from the negative assertion in (b)), nor peculiar to these weights. It comes
from the fact that, very roughly speaking, the orthonormal polynomials pn for
the weight wk;� have the property that on a set of su¢ ciently large measure���pn (x)w1=2k;� (x)

��� � �a2n � x2��1=4 :
Here an 2 (�1; 1) is an appropriately chosen nimber. The crux is that the
integral of the pth power of

�
a2n � x2

��1=4
diverges if p � 4. A similar factor
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of
�
1� x2

��1=4
also appears in bounds for orthogonal polynomials for classical

weights such as the Jacobi weights, and causes similar problems there. For wk;�
the new feature is that wk;� vanishes so strongly at �1 that for convergence in
Lp, one should replace wk;� by w

p=2
k;� .

We already alluded to results on extended Lagrange interpolation from [54].
It is an old idea that adding two extra points to the set of interpolation points,
for example adding �1, can substantially improve the convergence properties.
It was J. Szabados who used this idea of adding two carefully chosen points to
reduce Lebesgue functions for exponential weights [82], and in the context of
mean convergence, Szabados�idea was adopted in [12], [13], [56]. For wk;�, it
was shown that if we add to the zeros fxjngnj=1 of pn; the two points in (�1; 1)
at which

���pnw1=2k;�

��� achieves its maximum, both of which are close to �1, then we
can achieve a better result than that above: the conclusion of (a) above holds
for 1 < p <1, so there is no need to damp with 1 +Q�1=3k;� Q0k;�.
The reader will have doubtless observed that all the concrete positive con-

clusions above deal with interpolation at zeros of orthogonal polynomials, or
something very similar. Is there nothing that can be said about general ar-
rays X? Even (30), which ostensibly applies to general arrays, requires detailed
bounds on the fundamental polynomials. Unfortunately, this seems to be inher-
ent in the problem.
There are a range of necessary conditions for convergence for general arrays,

notably the recent ones of Ying Guang Shi [78-79]. But su¢ cient conditions for
mean convergence are hard to come by. What has recently become apparent
is that convergence in Lp norms for p < 1 is a somewhat easier problem. In
essence this seems to be becauseZ 1

�1

dx

jx� xjnjp
<1; p < 1:

The author showed in [53] how distribution functions and Loomis�Lemma can
be used to investigate the case p < 1, and in a recent paper [55], how they can be
used to solve the problem of whether there is convergence for at least one p > 0 :

Theorem on Necessary and Su¢ cient Conditions for Mean Conver-
gence for General Arrays
Let X be an array of interpolation points in [�1; 1]. For n � 1, let �n be a
polynomial of degree n whose zeros are fxjngnj=1. Let v 2 Lq [�1; 1] for some
q > 0. The following are equivalent:
(I) There exists p > 0 such that for every f 2 C [�1; 1],

lim
n!1

Z 1

�1
j(f � Ln [f ]) vjp = 0: (33)

(II) There exists r > 0 such that

sup
n�1

�Z 1

�1
j�nvjr

�1=r nX
j=1

1

j�0n (xjn)j
<1: (34)

What is refreshing is the relative simplicity: the single condition (34) guar-
antees convergence for all f 2 C [�1; 1] in some Lp. Of course this is achieved at
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the price of apparently unrelated parameters p; r. In fact, it was Ying Guang Shi
who showed [79] that the convergence (33) easily implies (34) for r = p. The au-
thor established the more di¢ cult implication (34)) (33) for p < min

�
1
2 ;

r
2 ; q
	
.

Of course, the result admits generalisations, and one may replace [�1; 1] by any
compact set, and introduce a weight u to multiply �0n (xjn) :
There are many strands of this topic of mean convergence that we have omit-

ted. For example, one may replace convergence on continuous, or bounded and
Riemann integrable f , by convergence on functions with integrable singularities.
We have avoided mean convergence of Hermite and Hermite-Fejér interpolation
- for some of that see [74], [75], [84], [89], [90].
Still more importantly, we have neglected weights on in�nite intervals, some-

thing which Shohat already considered in 1939. To give a proper treatment of
these would require a lengthy survey on its own, and we rather refer the reader
to some of the more important and more recent papers [14], [15], [46], [57], [65],
[71], and the monographs of Freud [46] and Mhaskar [65].

3 Conclusion

The reader will observe the impressive amount of e¤ort devoted to mean con-
vergence of Lagrange interpolation in recent years. That activity takes place,
for example, in China in the East; the USA in the West; South Africa in the
south; and Italy in the north, and of course Hungary. This is testimony to the
continuing impact of the Erdös-Turan theorem.
In the broader topic of Lagrange interpolation one cannot but marvel at the

strength of the Hungarian school that Erdös helped to build. And again that
broader enterprise is not restricted to Hungary, but stretches across the world,
from Australia to China to India, from Russia to Israel to Western Europe, to
the USA. No doubt, the travels of Erdös helped to spread interest.
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