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Abstract. Let ω be a regular measure on the unit circle and let p > 0. We
establish asymptotic behavior, as n→∞, for the Lp Christoffel function

λn,p (ω, z) = inf
deg(P )≤n−1

∫ π
−π
∣∣P (eiθ)∣∣p dω (θ)
|P (z)|p

at Lebesgue points z on the unit circle, where ω′ is lower semi-continuous.
While bounds for these are classical, asymptotics have never been established
for p 6= 2. The limit involves an extremal problem in Paley-Wiener space. As a
consequence, we deduce universality type limits for the extremal polynomials,
which reduce to random-matrix limits involving the sinc kernel in the case
p = 2. We also present analogous results for Lp Christoffel functions on
[−1, 1] .

Lp Christoffel functions, Universality Limits, Paley-Wiener Spaces 42C05

1. Introduction1

Let ω denote a finite positive Borel measure on the unit circle (or equivalently
on [−π, π]). We define its Lp Christoffel function

(1.1) λn,p (ω, z) = inf
deg(P )≤n−1

∫ π
−π
∣∣P (eiθ)∣∣p dω (θ)

|P (z)|p .

By a compactness argument, there is a polynomial P ∗n,p,z of degree ≤ n − 1 with
P ∗n,p,z (z) = 1 and

(1.2) λn,p (ω, z) =

∫ π

−π

∣∣P ∗n,p,z (eiθ)∣∣p dω (θ) .

When p ≥ 1, this polynomial is unique. For p > 1, this follows from strict convexity
of the Lp norm; for p = 1, see, for example, [13].
The classical Szegő theory provides asymptotics for λn,p (ω, z) when |z| < 1. For

example, if ω is absolutely continuous, then [26, p. 153] for |z| < 1,

lim
n→∞

λn,p (ω, z) = inf

{∫
|f |p dω : f ∈ H∞ and f (z) = 1

}
.

HereH∞ is the usual Hardy space for the unit disc. Moreover, for general measures,
there is an alternative expression involving the Poisson kernel for the unit disc [26,
p. 154].
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In this paper, we shall establish asymptotics when z is on the unit circle, for all
p > 0. While estimates such as

C1 ≤ nλn,p (ω, z) ≤ C2, |z| = 1,

are easy to prove under mild conditions on ω, the asymptotics are somewhat deeper.
They are new for p 6= 2 even for Lebesgue measure on the unit circle.
Of course for p = 2, λn,p plays a crucial role in analysing orthogonal polynomials

and in their applications. In a breakthrough 1991 paper, Maté, Nevai and Totik
[20] proved that when ω is regular, and satisfies in some subinterval I of [−π, π] ,∫

I

logω′
(
eiθ
)
dθ > −∞,

then for a.e. θ ∈ I,
lim
n→∞

nλn,2
(
ω, eiθ

)
= ω′ (θ) .

Here ω is regular if

lim
n→∞

(
inf

deg(P )≤n

∫ π
−π |P |

2
dω

‖P‖2L∞(|z|=1)

)1/n

= 1.

A suffi cient condition for regularity, the so-called Erdős-Turán condition, is that
ω′ > 0 a.e. in [−π, π]. However, there are pure jump measures, and pure singularly
continuous measures that are regular [29].
The asymptotic involves an extremal problem for the Paley-Wiener space Lpπ.

This is the set of all entire functions f satisfying∫ ∞
−∞
|f (t)|p dt <∞,

and for some C > 0,

|f (z)| ≤ Ceπ|z|, z ∈ C.
We define

(1.3) Ep = inf

{∫ ∞
−∞
|f (t)|p dt : f ∈ Lpπ and f (0) = 1

}
.

Equivalently,

E−1/p
p = sup

{
|f (0)| : f ∈ Lpπ and

(∫ ∞
−∞
|f (t)|p dt

)1/p

≤ 1

}
,

the norm of the evaluation functional f → f (0). Moreover, we let f∗p ∈ Lpπ be a
function attaining the infimum in (1.3), so that f∗p (0) = 1 and

Ep =

∫ ∞
−∞

∣∣f∗p (t)
∣∣p dt.

When p ≥ 1, f∗p is unique. For p > 1, this follows from Clarkson’s inequalities,
see Lemma 3.2 below. For p = 1, we provide a proof in Section 6. For p < 1,
uniqueness is apparently unresolved.
For p > 1, we may give an alternate formulation involving the sinc function

(1.4) S (t) =
sinπt

πt
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of signal processing and random matrices fame:

(1.5) Ep = inf

∫ ∞
−∞

∣∣∣∣∣∣S (t)−
∞∑

j=−∞,j 6=0

cjS (t− j)

∣∣∣∣∣∣
p

dt,

where the inf is taken over all {cj} ∈ `p, that is over all {cj} satisfying

(1.6)
∞∑

j=−∞,j 6=0

|cj |p <∞.

In fact, (cf. [14]) for every p > 0, any f ∈ Lpπ has an expansion of the form

f (z) =

∞∑
j=−∞

f (j)S (z − j) ,

that converges uniformly in compact subsets of C.
When p = 2, the orthonormality of the integer translates {S (t− j)} shows that

f∗2 = S, and

E2 =

∫ ∞
−∞

S (t)
2
dt = 1.

The precise value of Ep is apparently not known for p 6= 2. The estimate

Ep > p−1

goes back to 1949, to Korevaar’s thesis [2, p.102], [12]. We are grateful to D.
Khavinson for this reference. There are some later works in Russian that might
be relevant [9], [10], [11] but are inaccessible. The paper [21] contains indirect
references to this problem. It seems that while there are estimates, there is not an
explicit formula.
We decompose a measure ω on the unit circle as

dω (z) = ω′ac (z) dθ + dωs (z) , z = eiθ,

as a sum of its absolutely continuous and singular parts. Recall that z0 = eiθ0 is a
Lebesgue point of ω if

lim
h→0+

1

2h

∫
|θ−θ0|≤h

|ω′ac (z)− ω′ac (z0)| dθ = 0

and

lim
h→0+

1

2h

∫
|θ−θ0|≤h

dωs (z) = 0.

At such a point, we write ω′ (z0) = ω′ac (z0). Recall, too, that ωac is lower semi-
continuous at z0 if

lim inf
z→z0

ω′ac (z) ≥ ω′ac (z0) .

We prove:

Theorem 1.1
Let p > 0, and let ω be a finite positive measure supported on the unit circle, and
assume that ω is regular. Let |z0| = 1, and assume that z0 is a Lebesgue point of
ω, while ω′ac is lower semi-continuous at z0.
(a) Then

(1.7) lim
n→∞

nλn,p (ω, z0) = 2πEpω′ (z0) .
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(b) If also ω′ (z0) > 0 and p > 1, we have

(1.8) lim
n→∞

P ∗n,p,z0

(
z0e

2πiz/n
)

= eiπzf∗p (z) ,

uniformly for z in compact subsets of the plane.
Of course if ω is absolutely continuous in a neighborhood of z0, and ω′ is contin-

uous at z0, then the local conditions above are satisfied. Even in the case p = 2, one
needs more than just z0 being a Lebesue point to prove asymptotics of Christoffel
functions. Typical assumptions are continuity of ω′ at z0, or a local Szegő condition
[20], [28].
Note that if p = 2, (1.8) reduces to a special case of the universality limit of

random matrices:

lim
n→∞

Kn

(
z0, z0e

2πiz/n
)

Kn (z0, z0)
= eiπzS (z) ,

where Kn is the standard reproducing kernel of orthogonal polynomials, cf. [16].
One consequence of Theorem 1.1. is an asymptotically sharp L∞, Lp Nikolskii

inequality: as n→∞,

sup
deg(P )≤n

supθ∈[−π,π]

∣∣P (eiθ)∣∣(
n
∫ π
−π |P (eiθ)|p dθ

)1/p
→ (2πEp)−1/p

.

We can prove an asymptotic upper bound, along the lines of Maté-Nevai-Totik,
without assuming regularity, at each Lebesgue point z0 of ω:

Theorem 1.2
Let p > 0, and let ω be a finite positive measure supported on the unit circle, with
infinitely many points in its support. Let z0 be a point on the unit circle that is a
Lebesgue point of ω. Then

(1.9) lim sup
n→∞

nλn,p (ω, z0) ≤ 2πEpω′ (z0) .

Our original interest in the Lp Christoffel functions arose from the interval,
rather than the unit circle, because of possible applications to β−ensembles in
random matrix theory (cf. [18]). Let µ be a finite positive measure with support
[−1, 1]. It was probably Paul Nevai, who first systematically studied for measures
on [−1, 1], the general Lp Christoffel function

(1.10) λn,p (µ, x) = inf
deg(P )≤n−1

∫ 1

−1
|P (t)|p dµ (t)

|P (x)|p ,

in his 1979 memoir [22]. They were useful in establishing Bernstein and Nikol-
skii inequalities, in estimating quadrature sums, and in studying convergence of
Lagrange interpolation and orthogonal expansions [15], [22], [23].
Nevai and his collaborators established upper and lower bounds on λn,p (µ, x).

For example, if in some open interval I ⊂ (−1, 1), µ is absolutely continuous, and
µ′ is bounded above and below by positive constants, then for x in compact subsets
of I, and for some C1, C2 > 0

C1 ≤ nλn,p (µ, x) ≤ C2, n ≥ 1.
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However, to the best of our knowledge, asymptotics of λn,p (µ, x) have never been
established for p 6= 2. In the sequel, we let P ∗n,p,ξ denote a polynomial of degree
≤ n− 1 with P ∗n,p,ξ (ξ) = 1, that attains the inf in (1.10).
Let us say that µ is regular on [−1, 1], or just regular, if

lim
n→∞

(
inf

deg(P )≤n

∫ 1

−1
P 2dµ

‖P‖2L∞[−1,1]

)1/n

= 1.

As for the unit circle, a simple suffi cient condition for regularity is that µ′ > 0 a.e.
in [−1, 1], although it is far from necessary. When µ is regular, and µ′ is continuous
at a given x ∈ (−1, 1), and absolutely continuous in a neighborhood of x, it is
known that

(1.11) lim
n→∞

nλn,2 (µ, x) = π
√

1− x2µ′ (x) .

If µ is regular on [−1, 1] and satisfies on some subinterval I,∫
I

logµ′ > −∞,

then the 1991 result of Maté, Nevai, and Totik, asserts that (1.11) is true for a.e.
x ∈ I. Totik subsequently extended this to measures µ with arbitrary compact
support [30].
We prove:

Theorem 1.3
Let p > 0, and let µ be a finite positive measure supported on [−1, 1], and assume
that µ is regular. Let ξ ∈ (−1, 1) be a Lebesgue point of µ, and let µ′ac be lower
semi-continuous at ξ.
(a) Then

lim
n→∞

nλn,p (µ, ξ) = π

√
1− ξ2Epµ′ (ξ) .

(b) If also µ′ (ξ) > 0 and p > 1, we have

(1.12) lim
n→∞

P ∗n,p,ξ

(
ξ +

π
√

1− ξ2z

n

)
= f∗p (z) ,

uniformly for z in compact subsets of the plane.

Of course, the definition of a Lebesgue point of µ is entirely analogous to that
for ω.

Theorem 1.4
Let p > 0, and let µ be a finite positive measure supported on [−1, 1], with infinitely
many points in its support. Let ξ ∈ (−1, 1) be a Lebesgue point of µ. Then

(1.13) lim sup
n→∞

nλn,p (µ, ξ) ≤ πµ′ (ξ) Ep.

The proofs of the results for the unit circle and the interval follow similar lines.
In the former case, we first establish the results for Lebesgue measure on the unit
circle, and in the latter case for the Chebyshev weight on [−1, 1]. In both cases, we
then use regularity and "needle polynomials" to extend to general measures. We
note that even in the classical p = 2 case, transferring asymptotics for Christoffel
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functions from the unit circle to the interval involves more than the substitution
x = cos θ. Indeed, in their landmark 1991 paper, Maté, Nevai and Totik used an
identity expressing Christoffel functions on the unit circle in terms of Christoffel
functions for two different measures on [−1, 1]. We were unable to find an analogue
of this identity for Lp Christoffel functions, nor a mechanism to transfer results
from the unit circle to the interval. However, the referee was able to find such a
mechanism. Since this apparently does not transfer the universality limits for the
extremal polynomials, we have kept to our original proofs.
In the sequel, C,C1, C2, ..., denote positive constants independent of n, x, t, and

polynomials of degree ≤ n. The same symbol does not necessarily denote the same
constant in different occurrences. I0 denotes the interior of an interval I. This
paper is organised as follows: we consider Lebesgue measure on the unit circle in
Section 2. In Section 3, we prove Theorems 1.1 and 1.2. In Section 4, we consider
the Chebyshev weight on [−1, 1]. We prove Theorems 1.3 and 1.4 in Section 5.

2. Lebesgue Measure on the Unit Circle

In this section, we let
dω (θ) = dθ

so that dω is Lebesgue measure on the unit circle. We prove:

Theorem 2.1
Let p > 0. Then
(a)

(2.1) lim
n→∞

nλn,p (ω, 1) = 2πEp.

(b) If p ≥ 1,

(2.2) lim
n→∞

P ∗n,p,1

(
e2πiz/n

)
= eπizf∗p (z) ,

uniformly for z in compact subsets of the plane.
If p < 1, we cannot prove (2.2), because we do not know the uniqueness of f∗p .

However, our proof shows that every infinite sequence of positive integers, contains
a subsequence, say T , such that for some f∗p ∈ Lpπ satisfying f∗p (0) = 1, and (1.3),

(2.3) lim
n→∞,n∈T

P ∗n,p,1

(
e2πiz/n

)
= eπizf∗p (z) ,

uniformly in compact subsets of the plane.
Our strategy in proving (2.1), will be first to prove an asymptotic upper bound,

separately for p > 1 and for 0 < p ≤ 1. For the upper bound, we shall use Lagrange
interpolation at the roots of unity. We use [x] to denote the greatest integer ≤ x.
Let n ≥ 2, and for |j| ≤ [n/2], we let

zjn = e2πij/n,

and define the corresponding fundamental polynomial

(2.4) `jn (z) =
1

n

zn − 1

zzjn − 1
.

We start with:
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Lemma 2.2
Assume that C > 1 and k = k (n) is such that

C−1 ≤ k

n
≤ C, n ≥ 1.

Then as n→∞,

(2.5) `jk

(
e2πit/n

)
= (−1)

j
eiπtk/nS

(
tk

n
− j
)

+ o (1) ,

uniformly for j and t with

(2.6)
|j|
n

= o (1) ;
t

n
= o (1) .

Proof
We see that

`jk

(
e2πit/n

)
=

1

k

eiπtk/n sin
(
πtk
n

)
eiπ( tn−

j
k ) sin

(
π tn − π

j
k

)
=

1

k

eiπtk/n (−1)
j

sin
(
π
(
tk
n − j

))
eiπ( tn−

j
k ) sin

(
π
k

(
tk
n − j

))
=

eiπtk/n (−1)
j
S
(
tk
n − j

)
eiπ( tn−

j
k )S

(
1
k

(
tk
n − j

)) .
Here eiπ( tn−

j
k ) = 1 + o (1) uniformly for j and t satisfying (2.6). Moreover, by

continuity of S at 0, S
(

1
k

(
tk
n − j

))
= S

(
t
n −

j
k

)
= 1 + o (1) uniformly for the same

range of j and t. �

Now for each f ∈ Lpπ, and any p > 0, a result of Plancherel and Polya [4, p. 506],
[24] asserts that

(2.7)
∞∑

n=−∞
|f (n)|p ≤ C

∫ ∞
−∞
|f (t)|p dt,

where C is independent of f . The converse inequality, with appropriate C, holds
only for p > 1. Thus for p > 1, and some C1, C2 independent of f , [14, p. 152]

(2.8) C1

∞∑
n=−∞

|f (n)|p ≤
∫ ∞
−∞
|f (t)|p dt ≤ C2

∞∑
n=−∞

|f (n)|p .

As a consequence, any such function f admits an expansion

(2.9) f (z) =

∞∑
j=−∞

f (j)S (z − j) ,

that converges locally uniformly in the plane. Indeed, for p > 1, this follows from
the Plancherel-Polya theorem [14, p. 152] that we have just quoted. For p ≤ 1,
(2.7), (2.8) also imply that f ∈ L2

π, so yet again (2.9) holds.
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Lemma 2.3
Let p > 1. Then

lim sup
n→∞

nλn,p (ω, 1) ≤ 2πEp.

Proof
Let f ∈ Lpπ, with f (0) = 1. Fix m ≥ 1 and let

(2.10) Sn (z) =
∑
|j|≤m

f (j) (−1)
j
`jn (z) .

Since Sn (1) = f (0) = 1, we have

λn,p (ω, 1) ≤
∫ π

−π
|Sn (z)|p dθ.

Here, and in the sequel, z = eiθ in the integral. Now for each r > 0, Lemma 2.2
gives

lim
n→∞

n

∫ 2πr/n

−2πr/n

|Sn (z)|p dθ = 2π lim
n→∞

∫ r

−r

∣∣∣Sn (e2πit/n
)∣∣∣p dt = 2π

∫ r

−r

∣∣∣∣∣∣
∑
|j|≤m

f (j)S (t− j)

∣∣∣∣∣∣
p

dt.

(2.11)

Next, we estimate the rest of the integral. Let z = eiθ, θ ∈ [0, π]. If 0 ≤ j ≤ [n/2] ,
(2.12)

|`jn (z)| ≤ min

{
1,

2

n |z − zjn|

}
≤ min

1,
1

n
∣∣∣sin( θ−2jπ/n

2

)∣∣∣
 ≤ min

{
1,

π

|nθ − 2jπ|

}
,

by the inequality |sin t| ≥ 2
π |t| , |t| ≤

π
2 . For 0 > j ≥ − [n/2], we have instead

|`jn (z)| ≤ |`−jn (z)| ≤ min

{
1,

π

|nθ − 2 |j|π|

}
.

Hence if r ≥ 2m, and π ≥ θ ≥ 2πr/n

|Sn (z)| ≤

 ∑
|j|≤m

|f (j)|

 2π

n |θ| .

The same estimate holds for −π ≤ θ ≤ −2πr/n. Then

n

∫
2πr/n≤|θ|≤π

|Sn (z)|p dθ

≤

2π
∑
|j|≤m

|f (j)|

p

n

∫
2πr/n≤|θ|≤π

dθ

|nθ|p

≤ C

2π
∑
|j|≤m

|f (j)|

p

r1−p,(2.13)
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where C is independent of n and r. Combined with (2.11), this gives

lim sup
n→∞

nλn,p (ω, 1) ≤ lim sup
n→∞

n

∫ π

−π
|Sn (z)|p dθ

≤ 2π

∫ r

−r

∣∣∣∣∣∣
∑
|j|≤m

f (j)S (t− j)

∣∣∣∣∣∣
p

dt+ C

2π
∑
|j|≤m

|f (j)|

p

r1−p.

Recall that m is fixed. Letting r →∞ gives

lim sup
n→∞

nλn,p (ω, 1) ≤ 2π

∫ ∞
−∞

∣∣∣∣∣∣
∑
|j|≤m

f (j)S (t− j)

∣∣∣∣∣∣
p

dt.

Now the triangle inequality and the Polya-Plancherel equivalence (2.8), (2.9) give∫ ∞
−∞

∣∣∣∣∣∣
∑
|j|≤m

f (j)S (t− j)

∣∣∣∣∣∣
p

dt

1/p

≤
(∫ ∞
−∞
|f (t)|p dt

)1/p

+

∫ ∞
−∞

∣∣∣∣∣∣
∑
|j|>m

f (j)S (t− j)

∣∣∣∣∣∣
p

dt

1/p

≤
(∫ ∞
−∞
|f (t)|p dt

)1/p

+ C1

 ∑
|j|>m

|f (j)|p
1/p

.

Here C1 is independent of f and m. Thus for any m ≥ 1,

lim sup
n→∞

(nλn,p (ω, 1))
1/p ≤

(
2π

∫ ∞
−∞
|f (t)|p dt

)1/p

+ C2

 ∑
|j|>m

|f (j)|p
1/p

.

Here C2 is independent of m. Letting m→∞, gives

lim sup
n→∞

(nλn,p (ω, 1))
1/p ≤

(
2π

∫ ∞
−∞
|f (t)|p dt

)1/p

.

As we may choose any f ∈ Lpπ, with f (0) = 1, we obtain the result. �
Next, we handle the more diffi cult case p ≤ 1. We let

Uk (z) =
1

k

k−1∑
j=0

zj =
1

k

1− zk
1− z .

Lemma 2.4
Let 0 < p ≤ 1. Then

(2.14) lim sup
n→∞

nλn,p (ω, 1) ≤ 2πEp.

Proof
Let f ∈ Lpπ, with f (0) = 1. Let ε ∈

(
0, 1

2

)
. Choose a positive integer k such that
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kp ≥ 2 and let

Sn (z) =

 ∑
|j|≤[logn]

f (j) (−1)
j
`j,n−[εn] (z)

U[ εkn] (z)
k
,

a polynomial of degree ≤ n− 1, with Sn (1) = 1. Fix r > 0. As
∣∣∣U[ εkn] (z)

∣∣∣ ≤ 1 for

|z| ≤ 1, we have from Lemma 2.2,

n

∫ 2πr/n

−2πr/n

|Sn (z)|p dθ

≤ 2π

∫ r

−r

∣∣∣∣∣∣
∑

|j|≤[logn]

f (j) (−1)
j
`j,n−[εn]

(
e2πit/n

)∣∣∣∣∣∣
p

dt

≤ 2π

∫ r

−r

∣∣∣∣∣∣
∑

|j|≤[logn]

f (j)S (t (1− ε)− j) + o

 ∑
|j|≤[logn]

|f (j)|

∣∣∣∣∣∣
p

dt

≤ 2π

∫ r

−r

∣∣∣∣∣∣
∑

|j|≤[logn]

f (j)S (t (1− ε)− j)

∣∣∣∣∣∣
p

dt+ o (1) .

Here we are using the fact that

D =

∞∑
j=−∞

|f (j)| ≤ ‖f‖1−pL∞(R)

∞∑
j=−∞

|f (j)|p <∞,

recall (2.7). Next, uniformly for t ∈ [−r, r] ,∣∣∣∣∣∣f (t (1− ε))−
∑

|j|≤[logn]

f (j)S (t (1− ε)− j)

∣∣∣∣∣∣
=

∣∣∣∣∣∣
∑

|j|>[logn]

f (j)S (t (1− ε)− j)

∣∣∣∣∣∣
≤

∑
|j|>[logn]

|f (j)| → 0, as n→∞.

It follows that

lim sup
n→∞

n

∫ 2πr/n

−2πr/n

|Sn (z)|p dθ

≤ 2π

∫ r

−r
|f (t (1− ε))|p dt ≤ 2π

1− ε

∫ ∞
−∞
|f (t)|p dt.(2.15)

Next, for all |z| ≤ 1, |`jn (z)| ≤ 1, so with z = eiθ, θ ∈ [−π, π] ,

|Sn (z)| ≤ D
∣∣∣U[ εkn] (z)

∣∣∣k
≤ D

(
2[

ε
kn
]
|1− z|

)k
≤ D

(
π[

ε
kn
]
|θ|

)k
.
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Hence,

n

∫
2πr/n≤|θ|≤π

|Sn (z)|p dθ

≤ Cn

∫
2πr/n≤|θ|≤π

(
1[

ε
kn
]
|θ|

)kp
dθ

≤ C

∫
|t|≥2πr

|t|−kp dt ≤ Cr−kp+1.

Here C is independent of r, n, but depends on ε, k. Combining this with (2.15)
gives

lim sup
n→∞

nλn,p (ω, 1)

≤ lim sup
n→∞

n

∫ π

−π
|Sn (z)|p dθ

≤ 2π

1− ε

∫ ∞
−∞
|f (t)|p dt+ Cr−kp+1.

Since the Christoffel function is independent of r, we can let r →∞ to obtain

lim sup
n→∞

nλn,p (ω, 1) ≤ 2π

1− ε

∫ ∞
−∞
|f (t)|p dt.

As ε > 0 is arbitrary, we obtain

lim sup
n→∞

nλn,p (ω, 1) ≤ 2π

∫ ∞
−∞
|f (t)|p dt,

and taking the inf’s over all f gives the result. �
We next turn to the asymptotic lower bound. Recall we defined P ∗n,p,1 to be a

polynomial of degree ≤ n− 1 with P ∗n,p,1 (1) = 1 and∫ π

−π

∣∣P ∗n,p,1 (eiθ)∣∣p dθ = λn,p (ω, 1) .

We shall simply write
P ∗n = P ∗n,p,1.

The Lagrange interpolation formula asserts that

P ∗n (z) = `0n (z) +
∑

|j|≤[n/2]

P ∗n (zjn) `jn (z) .

Here if n is even, we omit the term for j = − [n/2], to avoid including the inter-
polation point −1 twice. We adopt this convention in the sequel, without further
mention. We start with estimates for P ∗n :

Lemma 2.5
(a)

(2.16) sup
n≥1

∑
|j|≤[n/2]

|P ∗n (zjn)|p ≤ Λ <∞.

(b)

(2.17) sup
n≥1
‖P ∗n‖L∞(|z|=1) <∞.
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Proof
(a) For all p > 0, there is the Marcinkiewicz-Zygmund inequality

1

n

∑
|j|≤[n/2]

|P ∗n (zjn)|p ≤ C
∫ π

−π
|P ∗n (z)|p dθ.

Here C is independent of n and p. For p > 1, it is in Zygmund’s book [32, Vol. 2,
p. 28]; for all p > 0, see, for example, [19, Thm. 2, p. 533]. Then

1

n

∑
|j|≤[n/2]

|P ∗n (zjn)|p ≤ Cλn,p (ω, 1) ≤ C

n
,

by Lemma 2.3 for p > 1 and Lemma 2.4 for 0 < p ≤ 1.
(b) Let Mn = ‖P ∗n‖L∞(|z|=1), and choose zn such that |P ∗n (zn)| = Mn. By Bern-
stein’s inequality,

‖P ∗′n ‖L∞(|z|=1) ≤ nMn,

so if z = eiθ, zn = eiθn ,

|P ∗n (z)− P ∗n (zn)|

=

∣∣∣∣∣
∫ θ

θn

P ∗′n
(
eit
)
ieitdt

∣∣∣∣∣ ≤ 1

2
Mn,

for |θ − θn| ≤ 1
2n . Hence, for such z, |P

∗
n (z)| ≥ 1

2Mn. Then using our upper bound
on the Christoffel function,

C

n
≥

∫ π

−π

∣∣P ∗n (eit)∣∣p dt
≥

(
Mn

2

)p ∫
|t−θn|≤ 1

2n

dt =

(
Mn

2

)p
1

n
,

so

Mn ≤ 2C1/p.

�

We shall again separately consider the cases p > 1 and p ≤ 1.

Lemma 2.6
Let p > 1, r > 0. There exists M0 = M0 (r) such that for m ≥M0,

(2.18)
∫
|θ|≤ 2πr

n

∣∣∣∣∣∣
∑
|j|>m

P ∗n (zj) `jn (z)

∣∣∣∣∣∣
p

dθ ≤ C r

mn
.

Here M0 is independent of n and m, and C is independent of r, n and m.
Proof
Now for |θ| ≤ r

n , z = eiθ, and m+ 1 ≤ j ≤ [n/2] ,

(2.19) |`jn (z)| ≤ 2

n |z − zjn|
=

1

n
∣∣∣sin( θ−2jπ/n

2

)∣∣∣ ≤ C

n |r/n− 2jπ/n| ≤
C

j
,
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provided m ≥M0 (r). Hence by Hölder’s inequality with q = p/ (p− 1) ,∣∣∣∣∣∣
∑
|j|>m

P ∗n (zjn) `jn (z)

∣∣∣∣∣∣
≤

 ∑
|j|>m

|P ∗n (zjn)|p
1/p ∑

|j|>m

(
C

j

)q1/q

≤ C
(
m−q+1

)1/q
= Cm−1/p,

by Lemma 2.5. Then

∫
|θ|≤ 2πr

n

∣∣∣∣∣∣
∑
|j|>m

P ∗n (zjn) `jn (z)

∣∣∣∣∣∣
p

dθ ≤ C r

mn
.

�

Lemma 2.7
Let p > 1. Then

lim inf
n→∞

nλn,p (ω, 1) ≥ 2πEp.

Proof
Choose a sequence S of positive integers such that

lim
n→∞,n∈S

nλn,p (ω, 1) = lim inf
n→∞

nλn,p (ω, 1) .

For each m ≥ 1, we choose a subsequence Tm of S such that for |j| ≤ m,

(2.20) lim
n→∞,n∈Tm

P ∗n (zjn) = dj ,

with d0 = 1. This is possible in view of Lemma 2.5(a). We can assume that

T1 ⊃ T2 ⊃ T3 ⊃ ...

so that the {dj} are independent of m. By Lemma 2.5(a), for m ≥ 1,

(2.21)
∑
|j|≤m

|dj |p ≤ Λ.

By Lemma 2.2, for any r > 0, and given m,

lim
n→∞,n∈Tm

n

∫
|θ|≤ 2πr

n

∣∣∣∣∣∣
∑
|j|≤m

P ∗n (zjn) `jn (z)

∣∣∣∣∣∣
p

dθ

= 2π

∫ r

−r

∣∣∣∣∣∣
∑
|j|≤m

(−1)
j
djS (t− j)

∣∣∣∣∣∣
p

dt.
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Together with Lemma 2.6 and the triangle inequality, this shows that, for m ≥
M0 (r) ,

lim inf
n→∞

(nλn,p (ω, 1))
1/p

= lim
n→∞,n∈Tm

(
n

∫ π

−π

∣∣P ∗n (eiθ)∣∣p dθ)1/p

≥ lim
n→∞,n∈Tm

(
n

∫ 2π/r

−2π/r

∣∣P ∗n (eiθ)∣∣p dθ
)1/p

≥

2π

∫ r

−r

∣∣∣∣∣∣
∑
|j|≤m

(−1)
j
djS (t− j)

∣∣∣∣∣∣
p

dt

1/p

−
(
C
r

m

)1/p

.(2.22)

Moreover, as Λ in (2.21) is independent of m, we can use the Plancherel-Polya
inequality (2.8) to show that, for each r > 0,

lim
m→∞

∫ r

−r

∣∣∣∣∣∣
∑
|j|≤m

(−1)
j
djS (t− j)

∣∣∣∣∣∣
p

dt

=

∫ r

−r

∣∣∣∣∣∣
∞∑

j=−∞
(−1)

j
djS (t− j)

∣∣∣∣∣∣
p

dt.

As lim infn→∞ (nλn,p (ω, 1))
1/p is independent of m, we can let m→∞ to deduce

that

lim inf
n→∞

(nλn,p (ω, 1))
1/p

≥

2π

∫ r

−r

∣∣∣∣∣∣
∞∑

j=−∞
(−1)

j
djS (t− j)

∣∣∣∣∣∣
p

dt

1/p

.

As the {dj} are independent of r, we can let r → ∞, and use the monotone
convergence theorem to deduce

lim inf
n→∞

nλn,p (ω, 1)

≥ 2π

∫ ∞
−∞

∣∣∣∣∣∣
∞∑

j=−∞
(−1)

j
djS (t− j)

∣∣∣∣∣∣
p

dt.

Let

f (z) =

∞∑
j=−∞

(−1)
j
djS (z − j) .

Since {dj} satisfy (2.21) for all m, we deduce from the Plancherel-Polya inequality
that f ∈ Lpπ and f (0) = 1, so by definition of Ep,

lim inf
n→∞

nλn,p (ω, 1) ≥ 2πEp.

�
We turn to the case p ≤ 1 with an analogue of Lemma 2.6:
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Lemma 2.8
Let 0 < p ≤ 1, r > 0. There exists M0 = M0 (r) such that for m ≥M0,

(2.23)
∫
|θ|≤ 2πr

n

∣∣∣∣∣∣
∑
|j|>m

P ∗n (zj) `jn (z)

∣∣∣∣∣∣
p

dθ ≤ C r

mpn
.

Here C is independent of r, n and m.
Proof
Now for |θ| ≤ r

n , and |j| > m, we have the estimate (2.19) provided m ≥ M0 (r).
Hence ∣∣∣∣∣∣

∑
|j|>m

P ∗n (zj) `jn (z)

∣∣∣∣∣∣ ≤ C
 ∑
|j|>m

|P ∗n (zj)|p Λ1−p

m−1 ≤ Cm−1,

by Lemma 2.5(a). Then (2.23) follows. �

Now we can prove:

Lemma 2.9
Let 0 < p ≤ 1. Then

lim inf
n→∞

nλn,p (ω, 1) ≥ 2πEp.

Proof
This is similar to Lemma 2.7. Choose a sequence S of positive integers such that

lim
n→∞,n∈S

nλn,p (ω, 1) = lim inf
n→∞

nλn,p (ω, 1) .

For each m ≥ 1, we choose a subsequence Tm of S such that for |j| ≤ m, (2.20)
holds. This is possible in view of Lemma 2.5(a). We can assume that

T1 ⊃ T2 ⊃ T3 ⊃ ...

so that the {dj} are independent of m. As in Lemma 2.7, (2.21) holds. The
inequality (x+ y)

p ≤ xp + yp, x, y ≥ 0 shows that for m ≥M0 (r) ,

lim inf
n→∞

nλn,p (ω, 1)

= lim
n→∞,n∈Tm

n

∫ π

−π

∣∣P ∗n (eiθ)∣∣p dθ
≥ lim

n→∞,n∈Tm
n

∫ 2π/r

−2π/r

∣∣P ∗n (eiθ)∣∣p dθ
≥ 2π

∫ r

−r

∣∣∣∣∣∣
∑
|j|≤m

(−1)
j
djS (t− j)

∣∣∣∣∣∣
p

dt− C r

mp
,(2.24)
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by Lemma 2.8. Next, as |S (t)| ≤ 1 for all t ∈ R, and (2.21) shows that |dj | ≤ Λ1/p

for all j, we see that

sup
t∈R

∣∣∣∣∣∣
∑
|j|≥m

(−1)
j
djS (t− j)

∣∣∣∣∣∣
≤

∑
|j|≥m

|dj | ≤ Λ(1−p)/p
∑
|j|≥m

|dj |p → 0,

as m→∞. Hence, for each fixed r,

lim
m→∞

∫ r

−r

∣∣∣∣∣∣
∑
|j|≤m

(−1)
j
djS (t− j)

∣∣∣∣∣∣
p

dt

=

∫ r

−r

∣∣∣∣∣∣
∞∑

j=−∞
(−1)

j
djS (t− j)

∣∣∣∣∣∣
p

dt.

So we may let m→∞ in (2.24) to deduce that

lim inf
n→∞

nλn,p (ω, 1)

≥ 2π

∫ r

−r

∣∣∣∣∣∣
∞∑

j=−∞
(−1)

j
djS (t− j)

∣∣∣∣∣∣
p

dt.(2.25)

We may now let r →∞ and complete the proof as in Lemma 2.7. �

Proof of Theorem 2.1(a)
For p > 1, we combine Lemmas 2.3 and 2.7. For 0 < p ≤ 1, we combine Lemmas
2.4 and 2.9. �

Proof of Theorem 2.1(b)
As above, we abbreviate P ∗n,p,1 as P

∗
n . From Lemma 2.5, there exists C0 such that

for all n ≥ 1,

‖P ∗n‖L∞(|z|=1) ≤ C0.

By Bernstein’s growth lemma, for n ≥ 1, and all z ∈ C,
|P ∗n (z)| ≤ C0 max {1, |z|n} .

Now let
fn (z) = e−πizP ∗n

(
e2πiz/n

)
.

The bound above gives for n ≥ 1, and all z ∈ C,
|fn (z)| ≤ C0e

π|Im z|.

In particular, {fn} is uniformly bounded in compact sets, and hence is a normal
family. Let S be an infinite sequence of positive integers, and T be a subsequence
for which

lim
n→∞,n∈T

fn (z) = f (z)

uniformly for z in compact sets. As each fn (0) = 1, so f (0) = 1. Also

|f (z)| ≤ C0e
π|Im z|,
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so f is entire of exponential type at most π. Next, given r > 0, we have

2πEp = lim
n→∞

nλn,p (ω, 1)

≥ lim
n→∞,n∈T

n

∫ 2πr/n

−2πr/n

∣∣P ∗n (eiθ)∣∣p dθ
= 2π lim

n→∞,n∈T

∫ r

−r
|fn (t)|p dt

= 2π

∫ r

−r
|f (t)|p dt.

As r > 0 is arbitrary, we have f ∈ Lpπ, and

Ep ≥
∫ ∞
−∞
|f (t)|p dt.

If p ≥ 1, uniqueness of the extremal function gives f = f∗p , independent of the
subsequence S. Then (2.2) follows. If p < 1, this argument instead shows that each
subsequence of {fn} contains another converging uniformly in compact subsets to
some extremal function. �

3. Proof of Theorems 1.1 and 1.2

It suffi ces to prove both results in the case when z0 = 1 is a Lebesgue point of
ω.

Proof of Theorem 1.2
Let ε ∈ (0, 1). We can choose δ > 0 such that for 0 < h ≤ δ, both the following
hold: ∫ h

−h
|ω′ (1)− ω′ac (z)| dθ ≤ εh;∫ h

−h
dωs (z) ≤ εh.(3.1)

Recall that as 1 is a Lebesgue point, we use the notation ω′ (1) = ω′ac (1). Let
η ∈

(
0, 1

8

)
. We shall use a polynomial Un of degree ≤ n− 1 of the form

(3.2) Un = P ∗n−[2ηn]RnSn

to estimate λn,p (ω, 1). Here, for the given p, P ∗n is an abbreviation for P
∗
n,p,1, the

extremal polynomial for Lebesgue measure on the unit circle (not our ω here), as
in the previous section. In particular, we use Lemma 2.5(b), which shows that for
all n,

(3.3) ‖P ∗n‖L∞(|z|=1) ≤M∞ <∞.

We let

(3.4) Rn (z) =

(
1 + z

2

)[ηn]

,

a polynomial of degree ≤ [ηn], with Rn (1) = 1, |Rn (z)| ≤ 1 for |z| ≤ 1, and

(3.5)
∣∣Rn (eiθ)∣∣ ≤ cn, δ ≤ |θ| ≤ π,
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where c ∈ (0, 1) depends on η, δ, but is independent of n. Finally, we let

Sn (z) = `0,[ηn/k] (z)
k
,

where `0,[ηn/k] is defined by (2.4), and where k is a fixed positive integer chosen so
that kp > 1. Observe that Sn (1) = 1, |Sn (z)| ≤ 1 for |z| ≤ 1, and (2.12) shows
that for 0 < |θ| ≤ π,

(3.6)
∣∣Sn (eiθ)∣∣ ≤ (min

{
1,

π

[ηn/k] |θ|

})k
≤
(

min

{
1,

C

ηn |θ|

})k
,

where C depends on k, but is independent of η, n and θ. We have

λn,p (ω, 1)

≤
∫ π

−π
|Un|p dω

≤ ω′ (1)

∫ δ

−δ

∣∣∣P ∗n−[2ηn]

(
eiθ
)∣∣∣p dθ

+Mp
∞

{∫ δ

−δ

∣∣Sn (eiθ)∣∣p |ω′ (1)− ω′ac (θ)| dθ +

∫ δ

−δ

∣∣Sn (eiθ)∣∣p dωs (θ)

}

+Mp
∞c

np

∫
δ≤|θ|≤π

dθ,(3.7)

by (3.3), (3.5). Now by Theorem 2.1,

(3.8)
∫ δ

−δ

∣∣∣P ∗n−[2ηn]

(
eiθ
)∣∣∣p dθ ≤ ∫ π

−π

∣∣∣P ∗n−[2ηn]

(
eiθ
)∣∣∣p dθ ≤ 2πEp + o (1)

n− [2ηn]
.

Next, by (3.6),∫ δ

−δ

∣∣Sn (eiθ)∣∣p |ω′ (1)− ω′ac (θ)| dθ +

∫ δ

−δ

∣∣Sn (eiθ)∣∣p dωs (θ)

≤
∞∑
j=0

(
min

{
1,

C

|ηnδ/2j |k

})p{∫
δ/2j≥|θ|>δ/2j+1

|ω′ (1)− ω′ac (θ)| dθ +

∫
δ/2j≥|θ|>δ/2j+1

dωs (θ)

}

≤
∞∑
j=0

min

{
1,

C

|ηnδ/2j |kp

}
εδ2−j ,

by (3.1). We continue this as

≤ Cεδ (ηnδ)
−kp ∑

0≤j<log2(ηnδ)

2j(kp−1) + Cεδ
∑

j≥log2(ηnδ)

2−j

≤ Cε (nη)
−1
,

by some simple calculations. Here C is independent of ε, δ and n. Combining this
and (3.7), (3.8), gives

(3.9) lim sup
n→∞

nλn,p (ω, 1) ≤ 2πEpω′ (1)

1− 2η
+ C

ε

η
.

Here the left-hand side is independent of ε, η, while C is independent of ε, η. More-
over, ε, η are independent of each other. We can first let ε and then η → 0+ to
obtain (1.9). �
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For later use, we record more on the polynomials Un:

Lemma 3.1
Let η ∈

(
0, 1

8

)
and k ≥ 1 be chosen so that kp > 1. Let Un be the polynomial of

degree ≤ n− 1, defined by (3.2). Then Un (1) = 1, and
(a)

(3.10) lim sup
n→∞

n

∫ π

−π
|Un|p dω ≤

2πEpω′ (1)

1− 2η
+ Cη.

Here C is independent of η and n.
(b) If p > 1, uniformly for z in compact subsets of the plane,

(3.11) lim
n→∞

Un

(
e2πiz/n

)
= eiπzf∗p (z (1− 2η))S (zη/k)

k
.

Proof
(a) This was proved at (3.9), with the term C ε

η instead of Cη. As ε, η are indepen-
dent of one another, we can choose ε = η2.
(b) Firstly with m = m (n) = n− [2ηn],

P ∗n−[2ηn]

(
e2πiz/n

)
= Pm

(
e2πi(1−2η+o(1))z/m

)
= eiπz(1−2η)f∗p (z (1− 2η)) + o (1) ,

uniformly for z in compact subsets of the plane, by the uniform convergence in
Theorem 2.1(b). Next,

Rn

(
e2πiz/n

)
=

(
1 + e2πiz/n

2

)[ηn]

=

(
1 +

iπz

n
+ o

(
1

n

))[ηn]

= eiπzη + o (1) ,

uniformly for z in compact subsets of the plane. Finally, with p = p (n) = [ηn/k]

Sn

(
e2πiz/n

)
= `0p

(
e(2πiz pn )/p

)k
= eπizpk/nS

(
z
p

n

)k
+ o (1)

= eiπzηS (zη/k)
k

+ o (1) ,

uniformly for z in compact subsets of the plane, by Lemma 2.2. Combining the
three asymptotics gives (3.11). �

Proof of Theorem 1.1(a)
We may assume z0 = 1. If ω′ (1) = 0, the result already follows from Theorem 1.2.
So let us assume that ω′ (1) = ω′ac (1) > 0. It suffi ces to prove that

(3.12) lim inf
n→∞

nλn,p (ω, 1) ≥ 2πEpω′ (1) .

Let ε ∈
(
0, 1

2

)
. As ω′ac is lower semi-continuous at 1, we can choose δ > 0 such

(3.13) ω′ac
(
eiθ
)
≥ ω′ (1) / (1 + ε) , for θ ∈ [−δ, δ] .
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Let η ∈
(
0, 1

8

)
and Rn be the polynomial of degree ≤ [ηn] defined by (3.4).

Let P#
n−[ηn] be the extremal polynomial P

∗
n−[ηn],p,1 for the measure ω, so that

deg
(
P#
n−[ηn]

)
≤ n− [ηn]− 1; P#

n−[ηn] (1) = 1 and∫ π

−π

∣∣∣P#
n−[ηn]

∣∣∣p dω = λn−[ηn],p (ω, 1) .

Let ωL denote Lebesgue measure for the unit circle. We have

λn,p (ωL, 1)

≤
∫ π

−π

∣∣∣P#
n−[ηn] (z)Rn (z)

∣∣∣p dθ
≤ 1 + ε

ω′ (1)

∫ δ

−δ

∣∣∣P#
n−[ηn] (z)

∣∣∣p ω′ (eiθ) dθ
+
∥∥∥P#

n−[ηn]

∥∥∥p
L∞(|z|=1)

cnp
∫
δ≤|θ|≤π

dθ,(3.14)

by (3.5) and (3.13). Since ω is regular,∥∥∥P#
n−[ηn]

∥∥∥p
L∞(|z|=1)

≤ (1 + o (1))
n
∫ π

−π

∣∣∣P#
n−[ηn]

∣∣∣p dω.
Note that although we defined regularity by a relation of this type for L2 norms,
it holds for all Lp norms [29, Thm. 3.4.3, pp. 90-91]. Combining this with (3.14)
gives

λn,p (ωL, 1) ≤
(∫ π

−π

∣∣∣P#
n−[ηn]

∣∣∣p dω){ 1 + ε

ω′ (1)
+ 2π (c (1 + o (1)))

n

}
≤ λn−[ηn],p (ω, 1)

{
1 + ε

ω′ (1)
+ o (1)

}
.

Using Theorem 2.1 for Lebesgue measure ωL, we obtain

lim inf
n→∞

nλn−[ηn],p (ω, 1) ≥ 2πEp
ω′ (1)

1 + ε
.

As η and ε > 0 are independent, we obtain

(3.15) lim inf
n→∞

nλn−[ηn],p (ω, 1) ≥ 2πEpω′ (1) .

Finally the monotonicity of λn,p in n easily yields (3.12). Indeed, given a positive
integer m, we choose n = n (m) to be the largest integer with

m ≥ n− [ηn] .

Then
n+ 1− [η (n+ 1)] > m,

so (3.15) gives

mλm,p (ω, 1) ≥ mλn+1−[η(n+1)],p (ω, 1)

≥ m

n+ 1
(2πEpω′ (1) + o (1))

≥ n (1− η)

n+ 1
(2πEpω′ (1) + o (1)) .
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Then

lim inf
m→∞

mλm,p (ω, 1) ≥ (1− η) 2πEpω′ (1) ,

and we can let η → 0+. �
For the proof of Theorem 1.1(b), we shall use ideas of uniform convexity, and so

need Clarkson’s inequalities:

Lemma 3.2
Let ν be a finite positive Borel positive measure on the unit circle. Let f, g be mea-
surable complex valued functions on the unit circle.
(a) If p ≥ 2,

(3.16)
∫ ∣∣∣∣f + g

2

∣∣∣∣p dν +

∫ ∣∣∣∣f − g2

∣∣∣∣p dν ≤ 1

2

(∫
|f |p dν +

∫
|g|p dν

)
.

(b) If 1 < p < 2, and q = p
p−1 ,

(3.17)
(∫ ∣∣∣∣f + g

2

∣∣∣∣p dν)
q
p

+

(∫ ∣∣∣∣f − g2

∣∣∣∣p dν)
q
p

≤
(

1

2

∫
|f |p dν +

1

2

∫
|g|p dν

) q
p

.

Proof
See, for example, [1], [3]. �
We shall also need a Bernstein-Walsh type estimate:

Lemma 3.3
Let 0 < τ < π, and Γ =

{
eiθ : |θ| ≤ τ

}
. There exist C1, C2 > 0 depending only on

τ , with the following property: given r > 0, there exists n0 = n0 (r, τ) such that for
n ≥ n0, polynomials P of degree ≤ n, and |z| ≤ r,

(3.18)
∣∣∣P (e2πiz/n

)∣∣∣ ≤ C1e
C2|z| ‖P‖L∞(Γ) .

Proof
Rather than proving this on Γ, we prove this for the arc ∆ =

{
eiθ : θ ∈ [α, 2π − α]

}
,

where 0 < α < π. A reflection z → −z and substitution α = π − τ give the result
above. In [7, p. 213], it was noted that a conformal map Ψ of C\∆ onto the exterior
of the unit disc, is given by

Ψ (z) =
1

2 cos α2

{
1 + z +

√
z2 − 2z cosα+ 1

}
.

Here the branch of the square root is chosen so that
√
z2 − 2z cosα+ 1 = z (1 + o (1))

as |z| → ∞. It follows from the proof of Lemma 3.2 there [7, p. 219-221], that
uniformly for v in a subarc ∆1 of ∆, and |u| ≥ 1,

|Ψ (u)−Ψ (v)| ≤ C |u− v|

and hence

|Ψ (u)| ≤ 1 + C |u− v| .
Next, the classical Bernstein-Walsh inequality [25, p.156] asserts that for polyno-
mials of degree ≤ n− 1, and u ∈ C\∆,

|P (u)| ≤ |Ψ (u)|n ‖P‖L∞(∆) ,
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and consequently, for |z| ≤ r, and n ≥ n0 (r) ,∣∣∣P (e2πiz/n
)∣∣∣ ≤ (

1 + C
∣∣∣e2πiz/n − 1

∣∣∣)n ‖P‖L∞(∆)

≤ C1e
C2|z| ‖P‖L∞(∆) .

�
It is because of the fact that we don’t know C2 = π in (3.18), that we have to use

a comparison and localization method for the proof of Theorem 1.1(b). Otherwise,
we could have largely followed the proof in Theorem 2.1(b).

Proof of Theorem 1.1(b)
We shall assume that z0 = 1, otherwise we can rotate the variable. Let P ∗n = P ∗n,p,1.
Our strategy will be to construct polynomials P#

n of degree≤ n−1, with P#
n (1) = 1,

satisfying

(3.19) lim
n→∞

n

∫ π

−π

∣∣P#
n

(
eiθ
)∣∣p dω (θ) = 2πEpω′ (1)

and, uniformly for z in compact subsets of the plane,

(3.20) lim
n→∞

P#
n

(
e2πiz/n

)
= eiπzf∗p (z) ,

where f∗p is the extremal function defined in Section 1. We shall also show that
given any infinite sequence of positive integers, it contains a subsequence T such
that uniformly for z in compact subsets of the plane,

(3.21) lim
n→∞,n∈T

P ∗n

(
e2πiz/n

)
= eiπzg (z)

for some entire function g. Once we have these, we can use Clarkson’s inequalities
to finish the proof. Indeed, if p ≥ 2, the Clarkson inequalities (3.16) give

n

∫ π

−π

∣∣∣∣P ∗n − P#
n

2

∣∣∣∣p dω (θ)

≤ 1

2

(
n

∫ π

−π

∣∣P ∗n (eiθ)∣∣p dω (θ) + n

∫ π

−π

∣∣P#
n

(
eiθ
)∣∣p dω (θ)

)
− n

∫ π

−π

∣∣∣∣P ∗n + P#
n

2

∣∣∣∣p dω (θ)

≤ 1

2

(
n

∫ π

−π

∣∣P ∗n (eiθ)∣∣p dω (θ) + n

∫ π

−π

∣∣P#
n

(
eiθ
)∣∣p dω (θ)

)
− nλn,p (ω, 1)

→ πEpω′ (1) + πEpω′ (1)− 2πEpω′ (1) = 0

as n → ∞, by Theorem 1.1(a) and (3.19). The case 1 < p < 2 is similar. Then,
given r > 0, (3.20) and (3.21) give∫ r

−r

∣∣∣∣g − f∗p2

∣∣∣∣p (t) dt = lim
n→∞,n∈T

∫ r

−r

∣∣∣∣P ∗n − P#
n

2

∣∣∣∣p (e2πit/n
)
dt

=
1

2π
lim

n→∞,n∈T
n

∫ 2πr/n

−2πr/n

∣∣∣∣P ∗n − P#
n

2

∣∣∣∣p (eiθ) dθ
≤ C lim

n→∞,n∈T
n

∫ 2πr/n

−2πr/n

∣∣∣∣P ∗n − P#
n

2

∣∣∣∣p dω (θ) = 0.

Here we have used the lower semicontinuity of ω′ac at 1 and that ω′ (1) > 0. Thus
g = f∗p a.e in [−r, r], and as both are entire, g = f∗p in the plane. As this is true of
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every subsequence, we have shown that uniformly for z in compact subsets of the
plane, as desired,

(3.22) lim
n→∞

P ∗n

(
e2πiz/n

)
= eiπzf∗p (z) .

We now turn to the proof of (3.19-3.21).
Proof of (3.21)
Now by hypothesis, there exists ρ ∈ (0, π), such that ω′ac ≥ C on the arc Γ1 ={
eiθ : |θ| ≤ ρ

}
. Hence

C

∫ ρ

−ρ

∣∣P ∗n (eiθ)∣∣p dθ ≤ ∫ π

−π

∣∣P ∗n (eiθ)∣∣p dω (θ) = λn,p (ω, 1) ≤ C5/n.

Next, we use bounds on Christoffel functions for an arc of the unit circle, which
follow from much deeper bounds on orthogonal polynomials, due to Golinskii [6, p.
256, Proposition 11]. These have the immediate consequence that if 0 < τ < ρ,

sup
{∣∣P ∗n (eiθ)∣∣p : |θ| ≤ τ

}
≤ Cn

∫ ρ

−ρ

∣∣P ∗n (eiθ)∣∣p dθ ≤ C.
Alternatively, one can use a special case of the quadrature sum in [7, Theorem 1.1,
p. 208]. Then Lemma 3.3 shows that, given r > 0, there exists n0 (r) such that for
n ≥ n0 (r), and all |z| ≤ r, ∣∣∣P ∗n (e2πiz/n

)∣∣∣ ≤ C1e
C2|z|.

It follows that the functions
{
P ∗n
(
e2πiz/n

)}
n
are a normal family in C, and hence

given any infinite sequence of positive integers, we can extract a subsequence T ,
with (3.21) holding for some entire function g.
Proof of (3.19-3.20)
For each η > 0, we constructed a sequence of polynomials {Un} satisfying the
conclusions of Lemma 3.1. Now choose a decreasing sequence of positive numbers{
ηj
}
with limit 0, and an increasing sequence of positive numbers {rj} with limit

∞. For each j, we can construct a sequence of polynomials {Un} satisfying the
conclusions of Lemma 3.1, in the following form: for some positive integer nj and
n ≥ nj ,

(3.23) n

∫ π

−π
|Un|p dω ≤

2πEpω′ (1)

1− 2ηj
+ Cηj .

sup
|z|≤rj

∣∣∣Un (e2πiz/n
)
− eiπzf∗p

(
z
(
1− 2ηj

))
S
(
zηj/k

)k∣∣∣ ≤ ηj .
Here C is independent of n and ηj , while k was a fixed positive integer such that
kp > 1 - and in particular is independent of n,

{
ηj
}
. We may assume that {nj} is

strictly increasing. Of course, there is a slight abuse of notation since {Un} depend
on the particular ηj . We now take P

#
n = Un for ηj for nj ≤ n < nj+1. It is easily

seen that these satisfy (3.19) and (3.20). Note that (3.23) involves only an upper
bound, but the corresponding lower bound follows from the minimum property of
Christoffel functions and Theorem 1.1. �



24 ELI LEVIN1 AND DORON S. LUBINSKY2

4. The Chebyshev Weight

In this section, we let

v (x) =
1√

1− x2
, x ∈ (−1, 1) ,

and establish asymptotics for λn,p (v, x), using methods analogous to those we used
for Lebesgue measure on the unit circle in Section 2. We prove

Theorem 4.1
Let p > 0 and ξ ∈ (−1, 1). Then
(a)

(4.1) lim
n→∞

nλn,p (v, ξ) = πEp.

(b) If p ≥ 1, the extremal polynomials
{
P ∗n,p,ξ

}
satisfy

(4.2) lim
n→∞

P ∗n,p,ξ

(
ξ +

π
√

1− ξ2z

n

)
= f∗p (z) ,

uniformly for z in compact subsets of the plane.
In this section, we let

Kn (x, t) =
1

π

Tn (x)Tn−1 (t)− Tn−1 (x)Tn (t)

x− t , n ≥ 1,

denote the reproducing kernel for the Chebyshev weight. Of course, Tn denotes the
classical Chebyshev polynomial of degree n. We fix ξ ∈ (−1, 1), and let {tjn}j 6=0

denote the at most n− 1 zeros of Kn (ξ, t) [5, p. 19], ordered as follows:

(4.3) ... < t−1,n < t0n = ξ < t1n < t2n < ...

Note that there will n − 1 zeros unless Tn−1 (ξ) = 0. Of course, the sequence
terminates for both positive and negative subscripts. We let {`jn} denote the
fundamental polynomials of Lagrange interpolation at the {tjn}, so that

`jn (t) =
Kn (tjn, t)

Kn (tjn, tjn)
.

In particular,

`0n (t) =
Kn (ξ, t)

Kn (ξ, ξ)
.

Lemma 4.2
Let ρ ∈ (0, 1).
(a) Uniformly for ξ ∈ (−ρ, ρ), and for integers j,

(4.4) lim
n→∞

n (tjn − ξ) = jπ

√
1− ξ2.

(b) Uniformly for ξ ∈ (−ρ, ρ), for t in a compact set, and for fixed integers j,

(4.5) lim
n→∞

`jn

(
ξ +

tπ
√

1− ξ2

n

)
= S (t− j) .

(c) Uniformly for ξ ∈ (−ρ, ρ), t ∈ R, and for all all |j| ≤ [log n]

(4.6) |`jn (t)| ≤ C1 min

{
1,

1

n |t− tjn|

}
.
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(d) There exists an increasing sequence of positive integers {Ln} with limit ∞, such
that for each fixed r > 0, (4.5) holds uniformly for t ∈ (−r, r) and |j| ≤ Ln.
Proof
(a) This follows immediately from Theorem V.8.1 in [5, p. 266].
(b) We use the well known universality limit

lim
n→∞

Kn

(
ξ +

aπ
√

1−ξ2
n , ξ +

bπ
√

1−ξ2
n

)
Kn (ξ, ξ)

= S (a− b) ,

uniformly for a, b in compact sets, as well as the Christoffel function limit

lim
n→∞

π

n
Kn (y, y) = 1,

which holds uniformly for y in compact subsets of (−1, 1). See, for example [17],
[27], [31]. Using the uniform convergence, and (a), gives

`jn

(
ξ +

tπ
√

1− ξ2

n

)

=

Kn

(
ξ +

jπ
√

1−ξ2
n (1 + o (1)) , ξ +

tπ
√

1−ξ2
n

)
Kn (ξ, ξ)

Kn (ξ, ξ)

Kn (tjn, tjn)

= S (t− j) (1 + o (1)) .

(c) From the Christoffel-Darboux formula, for all x, t ∈ [−1, 1] ,

(4.7) |Kn (x, t)| ≤ 2

π |x− t| ,

and also

(4.8) |Kn (x, t)| =

∣∣∣∣∣∣ 1π +
2

π

n−1∑
j=1

Tj (x)Tj (t)

∣∣∣∣∣∣ ≤ 2

π
n.

This and the lower boundKn (x, x) ≥ Cn, which holds uniformly for x in a compact
subset of (−1, 1), gives the result.
(d) This follows easily from (b). �
Next, we give an analogue of Lemma 2.3:

Lemma 4.3
Let ξ ∈ (−1, 1). Let p > 1. Then

lim sup
n→∞

nλn,p (v, ξ) ≤ πEp.

Proof
Let f ∈ Lpπ, with f (0) = 1. Fix m ≥ 1 and let

Sn (z) =
∑
|j|≤m

f (j) `jn (z) .

Since Sn (ξ) = f (0) `0n (ξ) = 1, we have

λn,p (ω, ξ) ≤
∫ 1

−1

|Sn (x)|p dx√
1− x2

.



26 ELI LEVIN1 AND DORON S. LUBINSKY2

Now for each r > 0, Lemma 4.2(b) gives

lim
n→∞

n

∫ ξ+π
√

1−ξ2r/n

ξ−π
√

1−ξ2r/n
|Sn (x)|p dx√

1− x2

= π lim
n→∞

∫ r

−r

∣∣∣∣∣Sn
(
ξ +

tπ
√

1− ξ2

n

)∣∣∣∣∣
p

dt = π

∫ r

−r

∣∣∣∣∣∣
∑
|j|≤m

f (j)S (t− j)

∣∣∣∣∣∣
p

dt.

(4.9)

Next, we estimate the rest of the integral. Choose r so large that for all large
enough n, |ξ − t±mn| ≤ 1

2rπ
√

1− ξ2/n. This is possible because of (4.4). Then for

|x− ξ| ≥ rπ
√

1− ξ2/n, Lemma 4.2(c) gives

|Sn (x)| ≤ C

n

∑
|j|≤m

|f (j)| / |x− tjn|

≤ C

n |x− ξ|

 ∑
|j|≤m

|f (j)|

 ,

so if Jn = [−1, 1] \
[
ξ − π

√
1− ξ2r/n, ξ + π

√
1− ξ2r/n

]
,

n

∫
Jn

|Sn (x)|p dx√
1− x2

≤ C

 ∑
|j|≤m

|f (j)|

p

n1−p
∫
Jn

|x− ξ|−p dx√
1− x2

≤ C1

 ∑
|j|≤m

|f (j)|

p

r1−p,

where C1 is independent of n, r, but depends on ξ. In estimating the integral in the

second last line, one splits the integral into a range over
{
x : π

√
1− ξ2r/n ≤ |x− ξ| ≤ 1

8

√
1− ξ2

}
,

and the rest of Jn. Combined with (4.9), this gives

lim sup
n→∞

nλn,p (v, ξ) ≤ lim sup
n→∞

n

∫ 1

−1

|Sn (x)|p dx√
1− x2

.

≤ π

∫ r

−r

∣∣∣∣∣∣
∑
|j|≤m

f (j)S (t− j)

∣∣∣∣∣∣
p

dt+ C2

 ∑
|j|≤m

|f (j)|

p

r1−p.

First letting r → ∞, and then using the triangle inequality and (2.8), (2.9) as in
the proof of Lemma 2.3, with m→∞, gives the result. �
Next, we handle the more diffi cult case p ≤ 1. We need careful estimates on

needle polynomials:

Lemma 4.4



CHRISTOFFEL FUNCTIONS 27

Let ξ ∈ (−1, 1). For k ≥ 1, let

Uk (x) =
Kk (x, ξ)

Kk (ξ, ξ)
.

(a) Then Uk (ξ) = 1 and for some Cξ depending on ξ, but independent of x, k,

(4.10) |Uk (x)| ≤ 1 + Cξ |x− ξ| , x ∈ [−1, 1] .

(b) In particular, for some C ′ξ independent of x, k,

(4.11) |Uk (x)| ≤ C ′ξ, x ∈ [−1, 1] .

(c)

(4.12) |Uk (x)| ≤ C

1 + k |x− ξ| .

Proof
(a) The Cauchy-Schwarz inequality gives

Uk (x) ≤

√
Kk (x, x)

Kk (ξ, ξ)
.

Here, uniformly for x in compact subsets of (−1, 1), classical limits for Christoffel
functions give

lim
k→∞

Kk (x, x)

Kk (ξ, ξ)
=

√
1− ξ2

1− x2
.

It follows from the differentiability of the right-hand side that if r = 1
2 (1− |ξ|),

there exist k0 and C depending only on ξ such that

Kk (x, x)

Kk (ξ, ξ)
≤ 1 + C |x− ξ| for |x− ξ| ≤ r and k ≥ k0.

In view of (4.8), we also have for k ≥ k0, and x ∈ [−1, 1] with |x− ξ| ≥ r,
Kk (x, x)

Kk (ξ, ξ)
≤ C1 ≤ 1 + C2 |x− ξ| .

Thus we obtain (4.10) for k ≥ k0 and all x ∈ [−1, 1]. By increasing the constant in
(4.10), we obtain it for all k ≥ 1 and x ∈ [−1, 1], using just the differentiability of
Kn (x, ξ) /Kn (ξ, ξ).
(b) follows directly from (a).
(c) follows from (4.7), (4.8), and our lower bound for Kn (ξ, ξ). �

Lemma 4.5
Let 0 < p ≤ 1. Then

(4.13) lim sup
n→∞

nλn,p (v, ξ) ≤ πEp.

Proof
Let f ∈ Lpπ, with f (0) = 1. Let ε ∈

(
0, 1

2

)
. Choose a positive integer k such that

kp ≥ 2 and let

Sn (x) =

 ∑
|j|≤Ln−[εn]

f (j) `j,n−[εn] (x)

U[ εkn] (x)
k

= Vn (x)U[ εkn] (x)
k
,
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say, a polynomial of degree ≤ n− 1, with Sn (ξ) = 1. Here Ln−[εn] is as in Lemma

4.2(d). Fix r > 0. By (4.10),
∣∣∣U[ εkn] (z)

∣∣∣ ≤ 1 + o (1) for |x− ξ| ≤ π
√

1− ξ2r/n, so
Lemma 4.2 gives,

n

∫ ξ+π
√

1−ξ2r/n

ξ−π
√

1−ξ2r/n
|Sn (x)|p dx√

1− x2

≤ (1 + o (1))π

∫ r

−r

∣∣∣∣∣Vn
(
ξ +

tπ
√

1− ξ2

n− [εn]

n− [εn]

n

)∣∣∣∣∣
p

dt

≤ (1 + o (1))π

∫ r

−r

∣∣∣∣∣∣
∑

|j|≤Ln−[εn]

f (j)S (t (1− ε)− j) + o (1)
∑

|j|≤Ln−[εn]

|f (j)|

∣∣∣∣∣∣
p

dt.

Here we are using the fact that

D =

∞∑
j=−∞

|f (j)| ≤ ‖f‖1−pL∞(R)

∞∑
j=−∞

|f (j)|p <∞,

recall (2.7). Next, uniformly for t ∈ [−r, r] ,∣∣∣∣∣∣f (t (1− ε))−
∑

|j|≤Ln−[εn]

f (j)S (t (1− ε)− j)

∣∣∣∣∣∣
=

∣∣∣∣∣∣
∑

|j|>Ln−[εn]

f (j)S (t (1− ε)− j)

∣∣∣∣∣∣ ≤
∑

|j|>Ln−[εn]

|f (j)| → 0,

as n→∞. It follows that

lim sup
n→∞

n

∫ ξ+π
√

1−ξ2r/n

ξ−π
√

1−ξ2r/n
|Sn (x)|p dx√

1− x2

≤ lim sup
n→∞

π

∫ r

−r
|f (t (1− ε))|p dt ≤ π

1− ε

∫ ∞
−∞
|f (t)|p dt.(4.14)

Next, Lemma 4.2(c) followed by Lemma 4.4(c), gives

|Sn (x)| ≤ C1D
∣∣∣U[ εkn] (x)

∣∣∣k
≤ C1D

(
C

1 + ε
kn |x− ξ|

)k
.

Hence, if Jn = [−1, 1] \
[
ξ − π

√
1− ξ2r/n, ξ + π

√
1− ξ2r/n

]
,

n

∫
Jn

|Sn (x)|p dx√
1− x2

≤ Cε−kpn1−kp
∫
Jn

|x− ξ|−kp dx√
1− x2

≤ C2ε
−kpr1−kp.
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Here C2 is independent of r, n, but depends on ξ, k. Combining this with (4.14)
gives

lim sup
n→∞

nλn,p (v, ξ)

≤ lim sup
n→∞

n

∫ 1

−1

|Sn (x)|p dx√
1− x2

≤ π

1− ε

∫ ∞
−∞
|f (t)|p dt+ Cε−kpr−kp+1.

We can now complete the proof as in Lemma 2.4: let r → ∞, then ε → 0+, and
finally take inf’s over f . �
We next turn to the asymptotic lower bound. We defined P ∗n to be a polynomial

of degree ≤ n− 1 with P ∗n (ξ) = 1 and∫ 1

−1

|P ∗n (x)|p dx√
1− x2

= λn,p (v, ξ) .

The Lagrange interpolation formula asserts that

P ∗n (x) = `0n (x) +
∑
j 6=0

P ∗n (tjn) `jn (x) ,

provided there are n distinct {tjn}, including t0n = ξ. This occurs unless Tn−1 (ξ) =
0. We let Z denote the possibly empty sequence of positive integers n for which
Tn−1 (ξ) = 0. Note that no two successive integers can both belong to Z. We start
with estimates for P ∗n :

Lemma 4.6
Let p > 0.
(a)

(4.15) sup
n≥1,n/∈Z

∑
j

|P ∗n (tjn)|p ≤ Λ <∞.

(b)

(4.16) sup
n≥1,n/∈Z

‖P ∗n‖L∞[−1,1] <∞.

Proof
(a) For all p > 0, there is the Marcinkiewicz-Zygmund inequality [19, Thm. 2, p.
533]

1

n

∑
j

|P ∗n (tjn)|p ≤ C
∫ 1

−1

|P ∗n (x)|p dx√
1− x2

= Cλn,p (v, ξ) .

Here C is independent of n and p. Then by Lemma 4.3 for p > 1, and Lemma 4.5
for 0 < p ≤ 1,

1

n

∑
j

|P ∗n (tjn)|p ≤ C

n
.
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(b) We use Nevai’s estimates for λn,p (v, ξ) [22, p. 120]

‖P ∗n‖
p
L∞[−1,1] ≤

∥∥λ−1
n,p (v, ·)

∥∥
L∞[−r,r]

∫ 1

−1

|P ∗n (x)|p dx√
1− x2

≤ Cn · 1

n
.

�

We shall again separately consider the case p > 1 and p ≤ 1.

Lemma 4.7
Let p > 1, r > 0. There exists M0 = M0 (r) such that for m ≥M0, and all n /∈ Z,

(4.17)
∫ ξ+π

√
1−ξ2r/n

ξ−π
√

1−ξ2r/n

∣∣∣∣∣∣
∑
|j|>m

P ∗n (tjn) `jn (x)

∣∣∣∣∣∣
p

dx√
1− x2

≤ C r

mn
.

Here C and M0 are independent of r, n and m.
Proof
Now the {tjn} interlace the zeros of Tn [5, p.19], so the the well known spacing of
the latter gives

|tjn − ξ| ≥ C1
j

n

for |j| ≥ 2 and all n. Then for |x− ξ| ≤ rπ
√

1−ξ2
n , and |j| ≥ m+ 1,

(4.18) |`jn (x)| ≤ C

n |(x− ξ)− (tjn − ξ)|
≤ C

n

∣∣∣∣ rπ√1−ξ2
n − C1

j
n

∣∣∣∣ ≤
C

j
,

provided m ≥M0 (r). Hence by Hölder’s inequality with q = p/ (p− 1) ,∣∣∣∣∣∣
∑
|j|>m

P ∗n (tjn) `jn (x)

∣∣∣∣∣∣
≤

 ∑
|j|>m

|P ∗n (tjn)|p
1/p ∑

|j|>m

(
C

j

)q1/q

≤ C
(
m−q+1

)1/q
= Cm−1/p,

by Lemma 4.6(a). Then∫
|x−ξ|≤ rπ

√
1−ξ2
n

∣∣∣∣∣∣
∑
|j|>m

P ∗n (tjn) `jn (x)

∣∣∣∣∣∣
p

dx√
1− x2

≤ C r

mn
.

�

Lemma 4.8
Let p > 1. Then

lim inf
n→∞

nλn,p (v, ξ) ≥ πEp.
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Proof
Choose a sequence S of positive integers such that

lim
n→∞,n∈S

nλn,p (v, ξ) = lim inf
n→∞

nλn,p (v, ξ) .

Because of the monotonicity of λn,p, and because no two successive integers belong
to Z, we may assume that S ∩ Z = ∅. For each m ≥ 1, we choose a subsequence
Tm of S such that for |j| ≤ m,
(4.19) lim

n→∞,n∈Tm
P ∗n (tjn) = dj ,

with d0 = 1. This is possible in view of Lemma 4.6(a). We can assume that

T1 ⊃ T2 ⊃ T3 ⊃ ...
so that the {dj} are independent of m. Lemma 4.6 also gives, for all m ≥ 1,

(4.20)
∑
|j|≤m

|dj |p ≤ Λ.

By Lemma 4.2(b), for any r > 0, and given m,

lim
n→∞,n∈T

∫
|x−ξ|≤ rπ

√
1−ξ2
n

∣∣∣∣∣∣
∑
|j|≤m

P ∗n (tjn) `jn (x)

∣∣∣∣∣∣
p

dx√
1− x2

= π

∫ r

−r

∣∣∣∣∣∣
∑
|j|≤m

djS (t− j)

∣∣∣∣∣∣
p

dt.(4.21)

Together with Lemma 4.7 and the triangle inequality, this shows that, for m ≥
M0 (r) ,

lim inf
n→∞

(nλn,p (v, ξ))
1/p

= lim
n→∞,n∈T

(
n

∫ 1

−1

|P ∗n (x)|p dx√
1− x2

)1/p

≥ lim
n→∞,n∈T

(
n

∫
|x−ξ|≤πr

√
1−ξ2
n

|P ∗n (x)|p dx√
1− x2

)1/p

≥

π ∫ r

−r

∣∣∣∣∣∣
∑
|j|≤m

djS (t− j)

∣∣∣∣∣∣
p

dt

1/p

−
(
C
r

m

)1/p

.

The proof may now be completed as in the proof of Lemma 2.7: we first letm→∞,
and then r →∞. �
We turn to the case p ≤ 1 with an analogue of Lemma 2.8:

Lemma 4.9
Let 0 < p ≤ 1, r > 0. There exists M0 = M0 (r) such that for m ≥M0,

(4.22)
∫ ξ+

πr
√
1−ξ2
n

ξ−πr
√
1−ξ2
n

∣∣∣∣∣∣
∑
|j|>m

P ∗n (tjn) `jn (x)

∣∣∣∣∣∣
p

dx√
1− x2

≤ C r

mpn
.
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Here C is independent of r, n and m.
Proof
Now for |x− ξ| ≤ rπ

√
1−ξ2
n , and |j| > m, we have the estimate (4.18) provided

m ≥M0 (r). Hence∣∣∣∣∣∣
∑
|j|>m

P ∗n (tjn) `jn (x)

∣∣∣∣∣∣ ≤ C
 ∑
|j|>m

|P ∗n (tjn)|p Λ1−p

m−1 ≤ Cm−1.

Then (4.22) follows. �

Now we can prove:

Lemma 4.10
Let 0 < p ≤ 1. Then

lim inf
n→∞

nλn,p (v, ξ) ≥ πEp.

Proof
This is similar to Lemmas 2.9 and 4.8. Choose a sequence S of positive integers
such that

lim
n→∞,n∈S

nλn,p (v, ξ) = lim inf
n→∞

nλn,p (v, ξ) .

As in Lemma 4.8, we may assume that S ∩ Z = ∅. For each m ≥ 1, we choose a
subsequence Tm of S such that for |j| ≤ m, (4.19) holds. As usual, we can assume
that

T1 ⊃ T2 ⊃ T3 ⊃ ...
so that the {dj} are independent ofm. Again, (4.20) and (4.21) hold. The inequality
(x+ y)

p ≤ xp + yp, x, y ≥ 0 shows that for m ≥M0 (r) ,

lim inf
n→∞

nλn,p (v, ξ)

= lim
n→∞,n∈T

n

∫ 1

−1

|P ∗n (x)|p dx√
1− x2

≥ lim
n→∞,n∈T

n

∫
|x−ξ|≤ rπ

√
1−ξ2
n

|P ∗n (x)|p dx√
1− x2

≥ π

∫ r

−r

∣∣∣∣∣∣
∑
|j|≤m

(−1)
j
djS (t− j)

∣∣∣∣∣∣
p

dt− C r

mp
,(4.23)

by Lemmas 4.2 and 4.9. The proof may now be completed as in the proof of Lemma
2.9: we let m→∞, and then r →∞. �

Proof of Theorem 4.1(a)
For p > 1, we combine Lemmas 4.3 and 4.8. For 0 < p ≤ 1, we combine Lemmas
4.5 and 4.10. �

Proof of Theorem 4.1(b)
From Lemma 4.6(b), there exists C0 such that for all n ≥ 1,

‖P ∗n‖L∞[−1,1] ≤ C0.
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Let

fn (t) = P ∗n

(
ξ +

π
√

1− ξ2t

n

)
.

We extend the bound on P ∗n to one on fn using the equilibrium potential,

V (z) =

∫ 1

−1

log |z − s| ds

π
√

1− s2
= log

∣∣∣∣∣z +
√
z2 − 1

2

∣∣∣∣∣ .
One form of Bernstein’s growth lemma (cf. [25, p. 156]) gives for all z ∈ C,

|P ∗n (z)| ≤ C0e
n[V (z)+log 2].

In particular, with z = ξ +
πt
√

1−ξ2
n , where t ∈ C, some straightforward estimation

gives

V

(
ξ +

πt
√

1− ξ2

n

)
+ log 2

= V

(
ξ +

πt
√

1− ξ2

n

)
− V

(
ξ +

π (Re t)
√

1− ξ2

n

)

=
1

2

∫ 1

−1

log

1 +

 π Im t
√

1−ξ2
n

ξ +
π(Re t)

√
1−ξ2

n − s

2
 ds

π
√

1− s2

=
1

2

1 + o (1)

π
√

1− ξ2

∫∣∣∣∣ξ+π(Re t)
√
1−ξ2

n −s
∣∣∣∣≤n−1/4 log

1 +

 π Im t
√

1−ξ2
n

ξ +
π(Re t)

√
1−ξ2

n − s

2
 ds+O

(
n−3/2

)

=
1

2

1 + o (1)

π
√

1− ξ2

∫
|u|≤n−1/4

log

1 +

(
π Im t

√
1− ξ2

nu

)2
 du+O

(
n−3/2

)
=

1

2

|Im t|
n

∫ ∞
−∞

log

(
1 +

1

x2

)
dx+ o

(
1

n

)
= π

|Im t|
n

+ o

(
1

n

)
,

cf. [8, p. 525, no. 4.222.1]. This holds uniformly for t in compact sets. Thus,
uniformly for t in compact subsets of C, and all n,

|fn (t)| ≤ C0e
π|Im t|+o(1).

In particular, {fn} is uniformly bounded in compact sets, and hence is a normal
family. Let S be an infinite sequence of positive integers, and T be a subsequence
for which

lim
n→∞,n∈T

fn (z) = f (z)

uniformly for z in compact sets. As each fn (0) = 1, so f (0) = 1. Also

|f (z)| ≤ C0e
π|Im z|,
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so f is entire of exponential type at most π. Next, given r > 0, we have

πEp = lim
n→∞

nλn,p (v, ξ)

≥ lim
n→∞,n∈T

n

∫ ξ+πr
√

1−ξ2/n

ξ−πr
√

1−ξ2/n
|P ∗n (x)|p dx√

1− x2

= π lim
n→∞,n∈T

∫ r

−r
|fn (t)|p dt (1 + o (1))

= π

∫ r

−r
|f (t)|p dt.

As r > 0 is arbitrary, we have f ∈ Lpπ, and

Ep ≥
∫ ∞
−∞
|f (t)|p dt.

If p ≥ 1, uniqueness of the extremal function gives f = f∗p , independent of the
subsequence S. Then (4.2) follows. �

5. Proof of Theorems 1.3 and 1.4

Proof of Theorem 1.4
Let ε ∈ (0, 1). We can choose δ ∈

(
0, 1

2

(
1− |ξ|2

))
such that for 0 < h ≤ δ, both∫ ξ+h

ξ−h
|µ′ (ξ)− µ′ac (t)| dt ≤ εh;∫ ξ+h

ξ−h
dµs (t) ≤ εh.(5.1)

Recall here, our notation µ′ (ξ) = µ′ac (ξ) if ξ is a Lebesgue point. Let η ∈
(
0, 1

8

)
.

We shall use a polynomial Un of degree ≤ n− 1 of the form

(5.2) Un = P ∗n−[2ηn]RnSn

to estimate λn,p (µ, ξ). Here, for the given p, P ∗n is an abbreviation for P
∗
n,p,ξ, the

extremal polynomial for the Chebyshev weight on [−1, 1]. In particular, we use
Lemma 4.6(b), which shows that for all n,

(5.3) ‖P ∗n‖L∞(|z|=1) ≤M∞ <∞.

We let

(5.4) Rn (x) =

(
1−

(
x− ξ

2

)2
)[ηn/2]

,

a polynomial of degree ≤ [ηn], with Rn (ξ) = 1, |Rn (x)| ≤ 1 for x ∈ [−1, 1], and

(5.5) |Rn (x)| ≤ cn, for x ∈ [−1, 1] with |x− ξ| ≥ δ.

Here c ∈ (0, 1) depends on η, δ, but is independent of n. Finally, we let

Sn (x) = `0,[ηn/k] (x)
k
,
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where k is a fixed positive integer chosen so that kp > 1, and `0,[ηn/k] is the funda-
mental polynomial of Lagrange interpolation at the points {tjn} for the Cheby-
shev weight, taking value 1 at ξ, as in Section 4. Observe that Sn (ξ) = 1,
|Sn (x)| ≤ 1 + C |x− ξ| for x ∈ [−1, 1], and (4.6) shows that for x ∈ [−1, 1] ,

(5.6) |Sn (x)| ≤ C min

{
1,

1

|ηn (x− ξ)|k

}
,

where C depends on k, but is independent of η, n and x. We have

λn,p (µ, ξ)

≤
∫ 1

−1

|Un (x)|p dµ (x)

≤
[
µ′ (ξ)

√
1− (|ξ| − δ)2

] ∫ ξ+δ

ξ−δ

∣∣∣P ∗n−[2ηn] (x)
∣∣∣p dx√

1− x2
(1 + o (1))

+Mp
∞

{∫ ξ+δ

ξ−δ
|Sn (x)|p |µ′ (ξ)− µ′ac (x)| dx+

∫ ξ+δ

ξ−δ
|Sn (x)|p dµs (x)

}

+Mp
∞Cc

np

∫
[−1,1]\[ξ−δ,ξ+δ]

dµ (x) ,(5.7)

by (5.3), (5.4) and (5.6). Now by Theorem 4.1,

(5.8)
∫ ξ+δ

ξ−δ

∣∣∣P ∗n−[2ηn] (x)
∣∣∣p dx√

1− x2
≤
∫ 1

−1

∣∣∣P ∗n−[2ηn] (x)
∣∣∣p dx√

1− x2
≤ πEp + o (1)

n− [2ηn]
.

Next, by (5.6) and then (5.1),∫ ξ+δ

ξ−δ
|Sn (x)|p |µ′ (ξ)− µ′ac (x)| dx+

∫ ξ+δ

ξ−δ
|Sn (x)|p dµs (x)

≤
∞∑
j=0

(
C min

{
1,

1

|ηnδ/2j |k

})p{∫
δ/2j≥|x−ξ|≥δ/2j+1

|µ′ (ξ)− µ′ac (x)| dx+

∫
δ/2j≥|x−ξ|≥δ/2j+1

dµs (x)

}

≤ C

∞∑
j=0

min

{
1,

1

|ηnδ/2j |kp

}
εδ2−j .

We continue this as

≤ Cεδ (ηnδ)
−kp ∑

0≤j<log2(ηnδ)

2j(kp−1) + Cεδ
∑

j≥log2(ηnδ)

2−j

≤ C
ε

ηn
,

by some simple calculations. Here C is independent of ε, δ, η and n. Combining
this and (5.7), (5.8), gives

(5.9) lim sup
n→∞

nλn,p (µ, ξ) ≤
πEpµ′ (ξ)

[√
1− ξ2 + Cδ

]
1− 2η

+ C
ε

η
.

Here the left-hand side is independent of ε, η,δ, while C is independent of ε, η, δ.
Moreover, ε and η are independent of each other. We can let first ε, δ and then
η → 0+ to obtain the result. �



36 ELI LEVIN1 AND DORON S. LUBINSKY2

For later use, we record more on the polynomials Un:

Lemma 5.1
Let η ∈

(
0, 1

8

)
and k ≥ 1 be chosen so that kp > 1. Let Un be the polynomial of

degree ≤ n− 1, defined by (5.2). Then
(a)

(5.10) lim sup
n→∞

n

∫ 1

−1

|Un|p dµ ≤
πEpµ′ (ξ)

√
1− ξ2

1− 2η
+ Cη,

where C is independent of η and n.
(b) Uniformly for z in compact subsets of the plane,

(5.11) lim
n→∞

Un

(
ξ +

π
√

1− ξ2z

n

)
= f∗p (z (1− 2η))S (zη/k)

k
.

Proof
(a) This was proved at (5.9), if we choose ε = η2 there. Note that there {Un} and
C are independent of ε.
(b) Firstly with m = m (n) = n− [2ηn],

P ∗n−[2ηn]

(
ξ +

π
√

1− ξ2z

n

)
= P ∗m

(
ξ +

π
√

1− ξ2z

m

m

n

)
= f∗p (z (1− 2η)) + o (1) ,

uniformly for z in compact subsets of the plane, by the uniform convergence in
Theorem 4.1(b). Next, Rn of (5.4) satisfies

Rn

(
ξ +

π
√

1− ξ2z

n

)
=

1−
(
π
√

1− ξ2z

2n

)2
[ηn/2]

= 1 + o (1) ,

uniformly for z in compact subsets of the plane. Finally, with p = p (n) = [ηn/k]

Sn

(
e2πiz/n

)
= `0p

(
ξ +

π
√

1− ξ2z

n

)k
= S

(
z
p

n

)k
+ o (1)

= S (zη/k)
k

+ o (1) ,

uniformly for z in compact subsets of the plane, by Lemma 4.2. Combining the
three asymptotics gives (5.11). �

Proof of Theorem 1.3(a)
If µ′ (ξ) = 0, the result already follows from Theorem 1.4. So let us assume that
µ′ac (ξ) = µ′ (ξ) > 0. It suffi ces to prove that

(5.12) lim inf
n→∞

nλn,p (µ, ξ) ≥ πEpµ′ (ξ) .
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Let ε ∈
(
0, 1

2

)
, and choose δ > 0 such that

(5.13) µ′ac (x)
√

1− x2 ≥ µ′ac (ξ)

√
1− ξ2/ (1 + ε) , for |x− ξ| ≤ δ.

This is possible as µ′ac is lower semi-continuous at ξ. Let η ∈
(
0, 1

8

)
and Rn be

the polynomial of degree of ≤ [ηn], defined by (5.4). Let P#
n−[ηn] be the extremal

polynomial P ∗n−[ηn],p,ξ for the measure µ, so that P
#
n−[ηn] (ξ) = 1 and

(5.14)
∫ 1

−1

∣∣∣P#
n−[ηn] (x)

∣∣∣p dµ (x) = λn−[ηn],p (µ, ξ) .

We have

λn,p (v, ξ)

≤
∫ 1

−1

∣∣∣P#
n−[ηn] (x)Rn (x)

∣∣∣p dx√
1− x2

≤ 1 + ε

µ′ (ξ)
√

1− ξ2

∫ ξ+δ

ξ−δ

∣∣∣P#
n−[ηn] (x)

∣∣∣p µ′ac (x) dx+
∥∥∥P#

n−[ηn]

∥∥∥p
L∞[−1,1]

cnp
∫
|x−ξ|≥δ

dx,

(5.15)

by (5.5) and (5.13). Since µ is regular,∥∥∥P#
n−[ηn]

∥∥∥p
L∞[−1,1]

≤ (1 + o (1))
n
∫ 1

−1

∣∣∣P#
n−[ηn] (x)

∣∣∣p dµ (x) .

Combining this with (5.15), gives

λn,p (v, ξ) ≤
(∫ 1

−1

∣∣∣P#
n−[ηn] (x)

∣∣∣p dµ (x)

){
1 + ε

µ′ (ξ)
√

1− ξ2
+ 2 (cp (1 + o (1)))

n

}

≤ λn−[ηn],p (µ, ξ)

{
1 + ε

µ′ (ξ)
√

1− ξ2
+ o (1)

}
.

Using Theorem 4.1, we obtain

lim inf
n→∞

nλn−[ηn],p (µ, ξ) ≥ πEp
µ′ (ξ)

√
1− ξ2

1 + ε
.

We can now complete the proof as in that of Theorem 1.1(a). �

Proof of Theorem 1.3(b)
Let P ∗n = P ∗n,p,ξ for the measure µ. Our strategy will be to construct polynomials
P#
n of degree ≤ n− 1, with P#

n (ξ) = 1, satisfying

(5.16) lim
n→∞

n

∫ 1

−1

∣∣P#
n (x)

∣∣p dµ (x) = πEpµ′ (ξ)

and, uniformly for z in compact subsets of the plane,

(5.17) lim
n→∞

P#
n

(
ξ +

π
√

1− ξ2z

n

)
= f∗p (z) ,
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where f∗p is the extremal function defined in Section 1. We shall also show that
given any infinite sequence of positive integers, it contains a subsequence T such
that uniformly for z in compact subsets of the plane,

(5.18) lim
n→∞,n∈T

P ∗n

(
ξ +

π
√

1− ξ2z

n

)
= g (z)

for some entire function g. Once we have these, we can use Clarkson’s inequalities
to complete the proof as in the proof of Theorem 1.1(b).
Proof of (5.18)
Choose ρ, C > 0, such that µ′ac ≥ C in [ξ − ρ, ξ + ρ]. Let 0 < τ < ρ. By standard
estimates for Christoffel functions,

‖P ∗n‖
p
L∞[ξ−τ,ξ+τ ] ≤ Cn

∫ ξ+ρ

ξ−ρ
|P ∗n (x)|p dx ≤ Cn

∫ ξ+ρ

ξ−ρ
|P ∗n (x)|p dµ (x) ≤ C.

A standard application of the Bernstein growth lemma for polynomials (cf. the
proof of Theorem 4.1(b)), gives for large enough n, and all |z| ≤ r,∣∣∣∣∣P ∗n

(
ξ +

π
√

1− ξ2z

n

)∣∣∣∣∣ ≤ C1e
C2|z|.

Thus
{
P ∗n

(
ξ +

π
√

1−ξ2z
n

)}
is a normal family in z, and (5.18) follows.

Proof of (5.16) and (5.17)
These follow from Lemma 5.1 exactly as in the proof of Theorem 1.1(b). �

6. Uniqueness of the Extremal Function for p = 1

We prove:

Lemma 6.1
The function f∗1 is unique.
Proof
(I) We first show that all zeros of f∗1 are real. Now, because of its minimal norm, f

∗
1

must have real coeffi cients, so if they exist, complex zeros will occur in conjugate
pairs. If

f∗1 (x) =
{

(x− a)
2

+ b2
}
g (x) ,

where g is entire, and b > 0, a ∈ R, we could form

h (x) =
{

(x− a)
2

+ b2 − εx2
}
g (x) ,

which also has h (0) = 1, h ∈ L1
π, and has smaller L1 norm for small enough positive

ε. Indeed, a straightforward calculation shows that (x− a)
2

+ b2 > εx2 for all real
x iff ε is so small that b2 > a2ε

1−ε .

(II) Next, we show that if g∗ is another extremal function, then f∗1 g
∗ ≥ 0 through-

out R. Indeed, if f∗1 g∗ < 0 on some interval, we have |f∗1 + g∗| < |f∗1 |+ |g∗| there,
and then it easily follows that 1

2 (f∗1 + g∗) ∈ L1
π, takes value 1 at 0, and has smaller

L1 norm.

(III) In view of (I), (II), all zeros of f∗1 g
∗ are of even order, so we may define a
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branch of h =
√
f∗1 g
∗, such that h (0) = 1, and h is entire of type ≤ π. By the

arithmetic-geometric inequality,

|h| ≤ 1

2
(|f∗1 |+ |g∗|) ,

with strict inequality unless |f∗1 | = |g∗|. Since by (II), f∗1 , g∗ have the same sign,
h will have smaller L1 norm unless |f∗1 | = |g∗| identically, that is, unless f∗1 = g∗

identically. �
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